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Abstract: Latent factor linear mixed model (LFLMM) is a method that generally used for the analysis of change in 

high- dimensional longitudinal data. The LFLMM framework works under the linear mixed model framework. 

Analysis of change from several latent variables such as Individualism (I), Nationalism (N), Ethnocentrism (E), and 

Authoritarianism (A) in Flanders, Belgium, is interesting as Belgium is feared to fall apart as a nation. Two main 

research questions in the Flanders case are how Individualism (I), Nationalism (N), Ethnocentrism (E), and 

Authoritarianism (A) develop over time and whether there exist association between the Individualism (I), Nationalism 

(N), Ethnocentrism (E), and Authoritarianism (A) developments. Although these latent variables have been the subject 

of several studies in Flanders, an analysis of all four concepts using Latent factor linear mixed model has not been 

performed. Hence, it is the interest of this paper to discuss such model using the Flanders data. Two stages of modelling 

have been carried out. The first stage involved modelling Individualism (I), Nationalism (N), and Ethnocentrism (E) 

and in the next stage Authoritarianism (A) was added to the model. The results showed that I, N, and A increased over 

time while E decreased over time. The correlation of random effects in LFLMM suggest several interesting findings, 

including the positive correlation between E and A; I and E; and also between I and A. 
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1. INTRODUCTION 

A joint modelling strategy is needed to answer some research questions which are of interest in 

assessing the relation between covariates and all outcomes simultaneously, in studying how the 

association between the various outcomes evolves over time, or in investigating the association 

between the evolutions of all outcomes [1]. A number of approaches to joint modelling or 

simultaneous modelling have been proposed to handle multivariate or multiple outcomes in 

longitudinal data. There are two ways to solve this (i) to use one or more latent variables for the 

outcome dimension, which is to reduce the dimensions of the multivariate/multiple outcomes,  (ii) 

to use latent variables for the time dimension, i.e. to assume that the repeated measurements of a 

particular outcome (one frequency at either left or right side) are reflecting a latent evolution for 

that outcome ([2]–[5]). For example, in social sciences, such as psychometrics, structural equation 

model (SEM) are often used to model longitudinal data [6], [7]. According to Bollen and Curran 

[8], this approach has several appealing modelling abilities and can be used for multiple outcomes 

in longitudinal data or high-dimensional data. Under the SEM and continuous time models  frame 

work ([9]–[11]), Voelkle et al. [12] proposed the continuous time in SEM (CT-SEM) model to 

avoid some issues associated with the autoregressive and cross-lagged models. The main  

challenge in most latent variable models that it is complicated to use especially for non-statistical 

background users since the marginal likelihood function is not straightforward, involving  the  

integration on latent variables[13], [14], [15]. 

An et al. [16] proposed another approach to handle high-dimensional data in outcomes. 

This model was developed to address the issue of interrelated trends among latent variables that 

can only be addressed by modelling the latent variables jointly. It reduced the high-dimensional 

responses to low-dimensional latent factors by the factor analysis model [17], [18], and then used 

the multivariate linear mixed model to study the longitudinal trends of these latent factors, where 

the estimates have been done using the EM algorithm. Two main research questions that can be 

answered by latent factor linear mixed model (LFLMM) are (i) how the latent variables develop 

over time and (ii) whether there is any association between the latent variables developments. They 

can be answered by the fixed slope and the correlation matrix of random effects. Kondaurova et 

al. [19] applied LFLMM to study the affective properties of infant-directed speech influence the 

attention of infants with normal hearing to speech sounds. By using LFLMM, this study examined 

(a) whether the perception of affective and directive qualities of Infant-Directed-Speech (IDS) 

depended on the hearing status of the infant and (b) whether the perception of affective and 
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directive qualities of IDS changed over the period of the three testing sessions in low-pass-filtered 

(LPF) speech in three groups (Mothers of infants with hearing impairment, mothers of infants with 

normal hearing matched by age and mothers of infants with normal hearing experience). 

CT-SEM and LFLMM work under different framework. The framework for CT-SEM is 

SEM where the assumptions and limitations of SEM apply to the CT-SEM while LFLMM works 

under the linear mixed model framework. These two models are generally the methods used for 

the analysis of change in high-dimensional longitudinal data ([12], [16]). 

Analysis of the relationships among Individualism (I), Nationalism (N), Ethnocentrism (E), 

and Authoritarianism (A) in Flanders, Belgium, have been the topic of several studies. Toharudin 

et. al [20] showed that I and E are connected in a moderately strong feedback relationship with the 

effect from I towards E somewhat stronger than that in the opposite direction. Furthermore, both I 

and E have small effects on N. By adding the variable Authoritarianism (A), Angraini et al. [21] 

found reciprocal effects between A and E and between E and I as well as a unidirectional effect 

from A on I. The first paper used the Bergstrom's approximate discrete model while the second 

paper used the continuous-time SEM (CT-SEM) approach. 

Analysis of change from several latent variables such as Individualism (I), Nationalism 

(N), Ethnocentrism (E), and Authoritarianism (A) in Flanders, Belgium, is interesting to be 

investigated further as Belgium is feared to fall apart as a nation. Identification with Belgium as a 

nation has always been relatively weak, even before the start of the federalization process. As 

explained in the previous paragraph, simultaneous analysis of the four latent variables so far has 

only used Bergstrom's approximate discrete model and the continuous time SEM (CT-SEM) 

model. While there has never been a researcher who used the LFLMM approach. The objective of 

this paper is to study the analysis of Flanders data using LFLMM to answer the research question: 

how the Individualism (I), Nationalism (N), Ethnocentrism (E), and Authoritarianism (A) in 

Flanders develop over time and whether there is any association between the Individualism (I), 

Nationalism (N), Ethnocentrism (E), and Authoritarianism (A) in Flanders developments. We 

carried out two stages of modelling, first involving only Individualism (I), Nationalism (N), 

Ethnocentrism (E) for both methods then adding Authoritarianism (A) to the next stage. This was 

done to see the consistency of the changes in the three latent variables with the inclusion of 

Authoritarianism (A). 
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The paper is organized as follows. Section 2 presents the Latent Factor Linear Mixed 

Model. In section 3, we discuss sample and variables. Section 4 discusses the results. Finally, 

conclusion is presented in section 5.   

 

2. LATENT FACTORS LINEAR MIXED MODEL 

Latent Factors Linear Mixed Model is a method that have been proposed by An et al. [16] to handle 

multiple outcomes in longitudinal data. The modelling framework was used in LFLMM similar to 

that of Roy and Lin [22] proposed.  The general idea is to use a factor-analytic for reducing the 

dimension of response vector and next to use standard longitudinal models, linear mixed model, 

for analysing the longitudinal trends of low-dimension of response vector. In matrix notation, the 

specification models of LFLMM present as  

 𝒀𝑖 = (𝑰𝑇𝑖
⨂𝚲)𝜼𝑖 + 𝝐𝑖 (1) 

 𝜼𝑖 = 𝑿𝑖𝜷 + 𝒁𝑖𝒂𝑖 + 𝜺𝑖 (2) 

where 

𝒀𝑖 = (𝑦𝑖1
′ , … , 𝑦𝑖𝑇𝑖

′ )′[𝐽×𝑇𝑖,1] 

𝜼𝑖 = (𝜂𝑖1
′ , … , 𝜂𝑖𝑇𝑖

′ )′[𝑑×𝑇𝑖,1] 

𝝐𝑖 = (𝝐𝑖1
′ , … , 𝝐𝑖𝑇𝑖

′ )′[𝐽×𝑇𝑖,1] 

𝚲[𝐽×𝑑] = (
𝜆1

′

⋮
𝜆𝐽

′
), 𝑿𝑖 = (

𝒙𝑖1 
⋮

𝒙𝑖𝑇𝑖

)

[𝑑×𝑇𝑖,𝑝×𝑑]

, 𝒁𝑖 = (

𝑧𝑖1 
⋮

𝑧𝑖𝑇𝑖

)

[𝑑×𝑇𝑖,𝑞×𝑑]

 

𝜷 = (𝜷1′
, … , 𝜷𝑑′

)′[𝑝×𝑑,1] 

𝒂𝑖 = (𝒂𝑖
1′, … , 𝒂𝑖

𝑑′)′[𝑞×𝑑,1] ∼ 𝑁(𝟎, 𝚺𝑎) 

𝜺𝑖 = (𝜺𝑖1
′ , … , 𝜺𝑖𝑇𝑖

′ )′[𝑑×𝑇𝑖,1],   𝜺𝑖𝑡 ∼ 𝑁(𝟎, 𝚺𝜀) 

The parameter estimation for both models is done by EM algorithm approach [23]. 

According to An et al. [16], the advantages of using EM algorithms in this model are easy to 

implement because a closed-form solution is available for both the E-step and M-step steps in the 

EM algorithm. The log-likelihood equation is  
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 𝑙𝑛𝐿 = ∑ [𝑙𝑜𝑔𝑃(𝒀𝑖|𝜼𝑖 , 𝚲, 𝝉𝟐) + 𝑙𝑜𝑔𝑃(𝜼𝑖|𝑿𝑖, 𝒁𝑖 , 𝒂𝑖 , 𝜷, 𝚺𝜀) + 𝑙𝑜𝑔𝑃(𝒂𝑖|𝚺𝑎)]𝑁
𝑖=1 (3) 

The following is the estimator obtained after maximizing the likelihood log function of the model 

used in M-step of the EM algorithm, 

 𝚲 ̂′ =  [∑ ∑ 𝜼𝑖𝑡𝜼𝑖𝑡
′𝑛𝑖

𝑡=1
𝑚
𝑖=1 ]

−1
[∑ ∑ 𝜼𝑖𝑡𝒚𝑖𝑡

′𝑛𝑖
𝑡=1

𝑚
𝑖=1 ]  (4) 

 �̂�𝑗
2 =

1

𝑛
𝑑𝑖𝑎𝑔[∑ ∑ 𝒚𝑖𝑡𝒚𝑖𝑡

′𝑛𝑖
𝑡=1 − 2 ∑ ∑ 𝒚𝑖𝑡𝜼𝑖𝑡

′ �̂�′
𝑛𝑖
𝑡=1 + �̂� ∑ ∑ 𝜼𝑖𝑡𝜼𝑖𝑡

′ �̂�′
𝑛𝑖
𝑡=1

𝑚
𝑖=1

𝑚
𝑖=1

𝑚
𝑖=1 ](5) 

 �̂�𝑎 =  
1

𝑚
∑ 𝒂𝑖𝒂𝑖

′𝑚
𝑖=1  (6) 

The predictors of 𝛃 and 𝚺𝜀 can be obtained through the iteration process. Let 𝚺𝜀 be determined 

then the predictor for β is 

 �̂� =  [∑ ∑ 𝒙′𝑖𝑡𝚺𝜀
−1𝒙𝑖𝑡

𝑛𝑖
𝑡=1

𝑚
𝑖=1 ]

−1
[∑ ∑ 𝒙′

𝑖𝑡𝚺𝜀
−1(𝜼𝑖𝑡 − 𝒛𝑖𝑡𝒂𝒊)

𝑛𝑖
𝑡=1

𝑚
𝑖=1 ] (7) 

and let β be determined then 

 �̂�𝜀 =
1

𝑛
∑ ∑ [𝜼𝑖𝑡 − 𝒙𝑖𝑡�̂� − 𝒛𝑖𝑡𝒂𝑖]

𝑛𝑖
𝑡=1

𝑚
𝑖=1 [𝜼𝑖𝑡 − 𝒙𝑖𝑡�̂� − 𝒛𝑖𝑡𝒂𝑖]′ (8) 

As for E-step, An et al. [16] performs calculations for conditional expect values 

𝜼𝑖𝑡, 𝜼𝑖𝑡𝜼𝑖𝑡
′ , 𝒂𝑖 , 𝒂𝑖𝒂𝑖

′  and 𝜼𝑖𝑡𝒂𝑖
′. To derive the conditional expectation value of the five statistics, the 

joint distribution of 𝒀𝑖 , 𝜼𝑖 and 𝒂𝑖 is as follows: 

(
𝒀𝑖

𝜼𝑖

𝒂𝑖

) ~𝑁 ((
𝑰𝑛𝑖

⊗ 𝚲𝒙𝑖𝜷

𝒙𝑖𝜷
𝟎

) , (

𝚺𝑦𝑖
𝚺𝑦𝑖𝜂𝑖

𝚺𝑦𝑖𝑎𝑖

𝚺𝜂𝑖𝑦𝑖
𝚺𝜂𝑖

𝚺𝜂𝑖𝑎𝑖

𝚺𝑎𝑖𝑦𝑖
𝚺𝑎𝑖𝜂𝑖

𝚺𝑎𝑖

)) 

where 

 𝚺𝑦𝑖
= (𝑰𝑛𝑖

⊗ 𝚲)𝚺𝜂𝑖
(𝑰𝑛𝑖

⊗ 𝚲)
′

+ 𝑰𝑛𝑖
⊗ 𝑑𝑖𝑎𝑔(𝝉1

2, … , 𝝉𝐽
2) (9) 

 𝜮𝜂𝑖
=  𝒛𝑖𝜮𝑎𝒛𝑖

′ + 𝑰𝑛𝑖
⊗ 𝜮𝜀 (10) 

 𝜮𝑎𝑖
= 𝜮𝑎  (11) 

 𝜮𝑦𝑖𝜂𝑖
=  (𝑰𝑛𝑖

⊗ 𝜦)𝜮𝜂𝑖
 (12) 

 𝜮𝑦𝑖𝑎𝑖
=  (𝑰𝑛𝑖

⊗ 𝜦)(𝒛𝑖𝜮𝑎) (13) 

 𝜮𝜂𝑖𝑎𝑖
=  𝒛𝑖𝜮𝑎 (14) 

The conditional distribution of 𝜼𝑖 and 𝒂𝑖 is the normal disribution with the mean value and the 

matrix of the uniform variety as follows, 



6 Y. ANGRAINI, K.A. NOTODIPUTRO, A. SAEFUDDIN, T. TOHARUDIN 

 𝝁𝜂𝑖|𝑦𝑖
=  𝒙𝑖𝜷 + 𝜮𝜂𝑖𝑦𝑖

𝜮𝑦𝑖

−1(𝒚𝑖 − 𝑰𝑛𝑖
⊗ 𝜦𝒙𝑖𝜷) (15) 

 𝜮𝜂𝑖|𝑦𝑖
=  𝜮𝜂𝑖

− 𝜮𝜂𝑖𝑦𝑖
𝜮𝑦𝑖

−1𝜮𝑦𝑖𝜂𝑖
 (16) 

 𝝁𝑎𝑖|𝑦𝑖
=  𝜮𝑎𝑖𝑦𝑖

𝜮𝑦𝑖

−1(𝒚𝑖 − 𝑰𝑛𝑖
⊗ 𝜦𝒙𝑖𝜷) (17) 

 𝜮𝑎𝑖|𝑦𝑖
=  𝜮𝑎𝑖

− 𝜮𝑎𝑖𝑦𝑖
𝜮𝑦𝑖

−1𝜮𝑦𝑖𝑎𝑖
 (18) 

The joint conditional distribution of 𝜼𝑖 and 𝒂𝑖  follows a normal distribution with a matrix of 

varying degrees, 

 𝜮𝜂𝑖,𝑎𝑖|𝑦𝑖
=  (

𝜮𝜂𝑖
𝜮𝜂𝑖𝑎𝑖

𝜮𝑎𝑖𝜂𝑖
𝜮𝑎𝑖

) − (
𝜮𝜂𝑖𝑦𝑖

𝜮𝑎𝑖𝑦𝑖

) 𝜮𝑦𝑖

−1(𝜮𝑦𝑖𝜂𝑖
𝜮𝑦𝑖𝑎𝑖) (19) 

and the conditional uniform matrix of 𝜼𝑖 and 𝒂𝑖 are as follows, 

 𝚺𝜂𝑖 𝑎𝑖|𝑦𝑖
=  𝚺𝜂𝑖𝑎𝑖

− 𝚺𝜂𝑖𝑦𝑖
𝚺𝑦i

−1𝚺𝑦𝑖𝑎𝑖
 (20) 

thus 

 𝐸(𝜼𝑖𝑡|𝒚𝑖) =  𝝁𝜂𝑖|𝑦𝑖
[1 + (𝑡 − 1) ∗ 𝑑: 𝑡 ∗ 𝑑] (21) 

 𝐸(𝜼𝑖𝑡𝜼𝑖𝑡
′ |𝒚𝑖) =  𝐸(𝜼𝑖𝑡|𝒚𝑖)𝐸(𝜼𝑖𝑡|𝒚𝑖)

′ + 𝚺𝜂𝑖|𝑦𝑖
[1 + (𝑡 − 1) ∗ 𝑑: 𝑡 ∗ 𝑑, 1 + (𝑡 − 1) ∗ 𝑑: 𝑡 ∗ 𝑑]  

   (22) 

 𝐸(𝒂𝑖|𝒚𝑖) =  𝝁𝑎𝑖|𝑦𝑖
 (23) 

 𝐸(𝒂𝑖𝒂𝑖
′|𝒚𝑖) =  𝐸(𝒂𝑖|𝒚𝑖)𝐸(𝒂𝑖|𝒚𝑖)

′ + 𝜮𝑎𝑖|𝑦𝑖
 (24) 

 𝐸(𝜼𝑖𝑡𝒂𝑖
′) =  𝐸(𝜼𝑖𝑡|𝒚𝑖)𝐸(𝒂𝑖|𝒚𝑖)

′ + 𝜮𝜂𝑖 𝑎𝑖|𝑦𝑖
[1 + (𝑡 − 1) ∗ 𝑑: 𝑡 ∗ 𝑑] (25) 

 

3. SAMPLE AND VARIABLES 

The General Election Study (Interuniversitair Steunpunt Politieke-opinieonderzoek) in Belgium 

was designed to include a representative sample of the target population under the Belgian 

electorate. The sample as presented in Toharudin et al. [20] had two type respondents, the Flemish 

respondents and Dutch-speaking respondents of the Brussels-Capital Region. We called the data 

set as the Flemish data set. It consists of 1274 respondents, who have been interviewed three times 

i.e 1991, 1995 and 1999 ([24]–[26]). For more detailed information about the sample, see [20] and 

[21]. 
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There are four latent variables measured. Individualism is measured by four 5-point-scale 

items:  Everybody has to take care of himself first; what counts is money and power; Striving for 

personal success is important; Always pursue personal pleasure. Ethnocentrism takes eight 5-

point-scale items: Belgium should not have admitted guest workers; Immigrants cannot be trusted; 

Guest workers threaten the employment of Belgians; Guest workers exploit the social security 

system; Muslims are a threat to our culture and customs; The presence of different cultures 

enriches society; Repatriate guest workers when the number of jobs decreases; No political rights 

and activities for immigrants. Nationalism takes four 5-point-scale-items: Indicate the membership 

group you feel you belong to (Flemish, Belgian, other); Flanders/Belgium must decide; Belgium 

has to disappear/strengthened; Split up/federalize social security. Some items of Nationalism was 

measured in a somewhat more complicated while Authoritarianism is measured by the following 

two 5-point-scale items: Child has to learn obedience and respect to authority; Solution is to get 

rid of immoral people. The number of item A used in this study is different from that used in [21]. 

Because only the two items were used in all of the three times, we only used those two items to 

measure the latent factor A. Further details on a brief summary of the variables and the sample 

procedure can be found in [21]. 

 

4. RESULTS 

As mentioned in introduction, we carried out two stages of modelling, first involving only 

Individualism (I), Nationalism (N), and Ethnocentrism (E) then adding Authoritarianism (A) to 

the next stage. The design of all items suggests a simple structure to model the relationship between 

all items and the latent factors in factor loading matrix. The first four items in first column load on 

Individualism, the fifth until eight items in second column load on Nationalism, the ninth until 

sixteenth items in third column  load on Ethnocentrism and the remaining two items in last column 

load on Authoritarianism. The simple structure suggests to set other elements of factor loading 

matrix will be fixed at 0 thus not allowing any factor rotation. The estimated factor loading ranges 

from 0.418 to 1.481 for first model and 0.000 to 1.513 for second model, and the variances of 

unique factors ranges from 0.524 to 10.745 for first model and 0.199 to 9.278 for second model 

suggest that all latent factors, are well defined by the corresponding items. 

For the first model where only three latent factors are in the model (I, N and E), to answer 

the research question how the latent factors develop over time and whether there is any association 

between latent factors can be answered by the fixed slope and the correlation matrix of the random 
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effects (see [16]). The slopes for I, N and E are 0.005, 0.440 and -0.141. These results suggest that 

both I and N increase over time with N increasing faster than I as well as E decrease over time. By 

adding A in the model, both I (0.005) and N (0.436) still increase over time and N also increasing 

faster than I. A (0.122) also increases over time but E (-0.109) is consistent with the first model 

which decreases over time. This shows that by adding A, the development of I, N and E in the 

model did not change. According to Toharudin et al. [20], by using CT-SEM, I, N and E have a 

strong tendency to persist over time. By adding A in the CT-SEM model, Angraini et al. [21] also 

stated that all latent factors have a strong tendency to persist over time. This means that Flanders 

people will tend to maintain the character of I, N and A and even tend to increase over time based 

on the results of the LFLMM.  

Table 1 Correlation matrix of random effects for I, N, and E 

Random effects 
I N E 

𝑎11 𝑎12 𝑎21 𝑎22 𝑎31 𝑎32 

I 
𝑎11 1.000 -0.112 -0.042 0.428 0.598 0.108 

𝑎12 -0.112 1.000 -0.060 0.154 0.011 0.150 

N 
𝑎21 -0.042 -0.060 1.000 -0.194 -0.108 0.232 

𝑎22 0.428 0.154 -0.194 1.000 0.461 -0.391 

E 
𝑎31 0.598 0.011 -0.108 0.461 1.000 -0.291 

𝑎32 0.108 0.150 0.232 -0.391 -0.291 1.000 

 

The correlation matrix of random effects for both model are shown in Table 1 and 2. 𝑎11 

and 𝑎12, 𝑎21 and 𝑎22 , 𝑎31 and 𝑎32, 𝑎41 and 𝑎42 are the random intercept and random slope 

for I, N, E, and A respectively. The correlograms in Figure 1 to 4 visualize the correlation matrices 

for the random intercept and slope. The coefficient correlation is coloured according to the value. 

Positive correlation are displayed in blue and negative correlations in red colour. The intensity of 

the colour is proportional to the coefficient correlation so the stronger the correlation (i.e., the 

closer to -1 or 1), the darker the circles. The colour legend on the right hand side of the correlogram 

shows the coefficient correlation and the corresponding colours. 
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Figure 1 Correlogram of random intercept for I, N, and E 

In the first stage model, the positive coefficient correlation between the random intercept 

of I and E (𝑎11 and 𝑎31) is 0.598 and shown by the blue circle (Figure 1). It suggests that those 

who start with better I tend to start with better E. The negative coefficient correlation between the 

random intercept of I and N (𝑎11 and 𝑎21) is -0.042 and shown by the small light orange circle 

(Figure 1). It means that those who start with better I tend to start with worse N. The negative 

coefficient correlation between the random intercept of N and E (𝑎21 and 𝑎31) is -0.108. The circle 

size of the random intercept of N and E is bigger than the random intercept of I and N (Figure 1). 

The coefficient correlation of the random intercept of N and E suggests that those who start with 

better N tend to start with worse E.  

 

Figure 2 Correlogram of random slope for I, N, and E 
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The negative coefficient correlation between random slope N and E (𝑎22 and 𝑎32 is shown 

by the orange circle in Figure 2 and the coefficient correlation is -0.391 (Table 1). It suggests that 

the development of N and E is related. That is, if one subject’s N decreases over time, then it is 

reasonable to expect that his or her E would also increase over time. The positive coefficient 

correlation between random slope 𝑎12  and 𝑎22 , 𝑎32 , 0.154 and 0.150, suggest that the 

development of I and N,E,  are related. If one subject’s I decreases over time, then it is reasonable 

to expect that his or her N and E would also decrease over time. These are also shown by the small 

light blue circle in Figure 2. 

Table 2 Correlation matrix of random effects for I, N, E and A  

Random effects 
I N E A 

𝑎11 𝑎12 𝑎21 𝑎22 𝑎31 𝑎32 𝑎41 𝑎42 

I 
𝑎11 1.000 -0.113 -0.042 0.432 0.620 0.097 0.595 -0.083 

𝑎12 -0.113 1.000 -0.058 0.135 -0.008 0.142 -0.057 0.091 

N 
𝑎21 -0.042 -0.058 1.000 -0.193 -0.074 0.150 0.091 -0.019 

𝑎22 0.432 0.135 -0.193 1.000 0.436 -0.072 0.284 0.130 

E 
𝑎31 0.620 -0.008 -0.074 0.436 1.000 -0.142 0.672 0.084 

𝑎32 0.097 0.142 0.150 -0.072 -0.142 1.000 0.374 0.369 

A 
𝑎41 0.595 -0.057 0.091 0.284 0.672 0.374 1.000 -0.159 

𝑎42 -0.083 0.091 -0.019 0.130 0.084 0.369 -0.159 1.000 

 

Figure 3 Correlogram of random intercept for I, N, E and A 
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By adding A in the model, the coefficient correlation between the intercept of I and N (𝑎11 

and 𝑎21 , -0.042), I and E (𝑎11 and 𝑎31, 0.620), N and E (𝑎21 and 𝑎31, -0.074) in Table 2, also 

have the same direction with the model without A (Table 1). While the coefficient correlation 

between random intercept of I and A (𝑎11 and 𝑎41, 0.595), N and A (𝑎21 and 𝑎41, 0.091), E and 

A (𝑎31 and 𝑎41, 0.672) are also positive and are shown by the blue circle in Figure 3. It suggests 

that those who start with better I, N and E tend to start with better A. The highest coefficient 

correlation is E and A. It means there is highest association between E and A.  This result is 

consistent with that obtained in Angraini et al. [21] using the standardized cross-effect in CT-SEM, 

there are reciprocal effects between E and A although the number of items from A used in this 

study was only two. 

  

Figure 4 Correlogram of random slope for I, N, E and A 

 

The coefficient correlation between the slope of N and E (𝑎22 and 𝑎32, -0.072), I and N 

(𝑎12 and 𝑎22, 0.135), I and E (𝑎12 and 𝑎32, 0.142), also have the same direction with the model 

without A. The coefficient correlation between the slope of I and A (𝑎12 and 𝑎42, 0.091), N and 

A (𝑎22 and 𝑎42, 0.130), E and A (𝑎32 and 𝑎42, 0.369) are positive (Figure 4). If one subject’s I, 

N, and E decreases over time, then it is reasonable to expect that his or her A would also decrease 

over time.  
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5. CONCLUSIONS 

In this paper, the LFLMM has been applied to analyse the Flanders data. It has been shown that 

the LFLMM can accommodate changes over time in high-longitudinal data especially to handle 

multiple outcomes. It is also shown that I, N and A increase over time while E decreases over time. 

In line with the results of CT-SEM, Flanders people will tend to maintain the character of I, N, and 

A in a long period of time. 

In summary, the results of the LFLMM analysis to answer whether there is any association 

between I, N, E and A in Flanders developments demonstrated that there were positive correlation 

between E and A; I and E; and I and A. This implied that Flanders people who start with better E 

tend to start with better A. Furthermore, Flanders people who start with better I tend to start with 

better E and A. 

According to An et al. [16], in the LFLMM model, it is possible to add fixed variables to 

the multivariate linear mixed model for identification of variables affecting the changes patterns 

over time. For example, in Flanders data, sex and education variables can be taken into account in 

the model to further understand whether the two variables influence the change patterns in latent 

factors over time. This idea is recommended for further research using the Flanders data. 
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