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Abstract: Based on various reports of COVID-19 caused by a coronavirus, this disease causes numerous problems. 

There are many factors that can contribute to the rapid spread of COVID-19. In this study, multi-model application is 

used to identify the association among various variables that cause COVID-19.  The use of programmes, artificial 

intelligence and input data that will be processed as a symptom of the COVID-19 disease, whose data processing uses 

a multi-model that will classify the variables causing COVID-19. The output data will be presented in a tabular form, 

so that the readers can easily understand the results. The best result obtained by this programme has an accuracy of 

0.979767 using a decision tree with 0.3 of the total dataset as the test data. It is expected that the rate of spread of 

COVID-19 can be suppressed by detecting the disease using artificial intelligence. In the future, it is expected that a 

multidisciplinary collaboration between medical science and mathematics can be established with the help of this 

programme. This enables the authenticity of the research, and the model’s performance be tested based on appropriate 

data in the field. 
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1. INTRODUCTION 

 COVID-19 has not only become a serious health problem to the society, but has also caused 

political and economic crisis in the affected countries. Thus, it is considered to be the greatest 

global public health threat today. The indicators of injustice and deprivation of social progress are 

also reflected in COVID-19 [1]. In the first reference, this paper discusses the COVID-19 

pandemic that is occurring globally, the association between COVID-19 and the economy, as well 

as COVID-19 and the global environment, and the global strategy and control of COVID-19. 

In this study, the first day used, namely January 22nd, 2020, was used because of the least 

number of detected cases, while April 4th, 2020, was used as the last day. In collecting Excel 2019 

was used for the collection and integration of data over time the series in this discussion is used 

Excel 2019, while April 4th, 2020 was used as the last day. Then, to provide a consistent grouping 

of different countries against active, active cases in population and also developed in this area, its 

algorithms are used [2]. In the second reference, this paper analyses the grouping of countries 

based on the COVID-19 datasets, with time series periods. In addition, it explains the details 

related to the experimental designs, materials, and methods to be used in research. 

 In a brief news release, the General Director of the World Health Organization (WHO) stated 

that after 2 weeks, the number of cases in China has increased by 13-fold, whereas that in other 

countries that have already been affected by COVID-19 has tripled. Furthermore, he said, WHO 

is very concerned about the high level of spread let alone the alarming severity accompanied by 

inaction that is also alarming, so the action on efforts to combat the virus must be taken 

immediately by these countries [3]. In the third reference, this paper discusses what COVID-19, is 

the risk factors for COVID-19, the COVID-19 transmission from COVID-19, and how the ways 

to prevent COVID-19. 

 An online dashboard created by the Center for Systems Science and Engineering (CSSE) of 

Johns Hopkins University was used to present the official daily counts of COVID-19 cases and 

deaths. This online dashboard was made available to the public on January 22nd, giving an 

overview of the location and amount of confirmed cases, death and recovery of COVID-19 in all 
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affected countries. It was also used to galvanise the availability of researchers, public health, 

authorities and friendly tools used in the community, when users want to track outbreaks as they 

unfold. All data collected from this ashboard are presented in the Google Sheet, after which it is 

through the GitHub repository witha layer of dashboard features included in Esri Living Atlas [4]. 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. Comparison of the COVID-19 cases reported by different sources [4]. 

 Figure 1, presents the report of the cumulative number of daily cases (starting from January 22, 

2020), by of the CSSE of John Hopkins University and also the reports by the WHO and the 

Chinese Centers for Disease Control and Prevention (CDC China) [4]. In the fourth reference, this 

paper discusses interactive web dashboards used to directly track COVID-19 cases from multiple 

sources to verify which data is correct by comparing the data collection methods of each source.

 The first case of COVID-19 occurred in China in December 2019, when individual contracted 

pneumonia with unknown causes from the seafood market in Wuhan. Then with the study, the 

corona beta virus found based on samples from patients with pneumonia symptoms. Where is the 

novel coronavirus will be isolated using epithelial cells located in the human airway named 2019- 

nCoV. Furthermore, in December 2019 and January 2020 are identified from patients in Wuhan 

hospital, China is the novel CoV (2019-nCoV). COVID-19 is characterised by the presence of 

fluid in the lungs in the infected patients’ alveolar-lavage broncho fluid from the patients by sorting 
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from genome, culture and PCRpolymerase chain. This disease was originally called novel 

coronavirus-infected pneumonia (NCIP) [5]. In genaral coronaviruses infection in human can lead 

into severe acute respiratory illness [6]. 

 

2. DISCUSSION OF THE MODELS AND METHODS 

 This session will discuss the characteristics of the dataset, model explanation, and evaluation 

method. 

2.1. Characteristics of the Dataset 

The dataset used in this study was obtained from India. It consists of the overall symptoms and 

COVID-19 test results, which are related to symptoms and the presence of COVID-19, which 

contains possible symptoms based on various WHO guidelines sourced from WHO Coronavirus 

Symptoms and AIIMS (All India Institute of Medical Science) [7]. Risk factors and the percentage 

level of possible exposure to COVID-19 are the dataset used in this study. Weight Criteria for 

Overseas Travel 8% Sore throat 10% Fever 10% Dry Cough 10% Headache 4% Fatigue 2% 

Gastrointestinal problems 1% Runny nose 5% Wear face mask 2% Sanitary products that are worth 

buying from supermarkets 2% Asthma 4% Chronic Lung Disease 6% Diabetes 1% Hypertension 

1% Heart Disease 2% Contact with patients with COVID-19 8% Both you and your family attend 

Mass Gatherings 6% Visit public places such as malls, temples, etc. 4% Work in crowded places 

such as markets, hospitals 4% Shortness of breath 10%. 

 Many categories from various levels have stated from sources [8], which will then continue to 

monitor existing data and determine whether the symptoms are suggestive of COVID-19 through 

data processing using machine learning. Dry cough is the most common symptom of COVID-19, 

whereas headache is less common. Conversely, the most serious symptom is shortness of breath or 

difficulty breathing. 
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2.2. Model Explanation 

2.2.1. SVM 

 The simplest that can be implemented in hardware because of its simple form of mathematical 

modelling it is called Support Vector Machine (SVM). In the reference of this study, we proposed 

the implementation of the SVM multi-class classifier in the asynchronous paradigm. SVM is a 

machine learning algorithm that is based on the theory of statistical learning and structural risk 

minimisation [9]. 

 The m-dimension feature is used to map the first time of input vector X = (x1, x2, …, xn) to the 

k(x,xi) kernel function; xiÞ, and then it is formed in a feature space that can be used for prediction 

by linear models. The description is the form of the SVM structure as depicted in Figure 2. The 

linear model is 

𝑦 = 𝑤𝑥 + 𝑏            (1) 

 Where in the equation (1) w = (w1, w2, …, wn), is the weight vector, b is the bias term. In Figure 

2, the supporting vectors number is denoted by m. The support vector consists of subsets extracted 

from the training data using an algorithm. The model structure is only related to this support vector 

[9]. 

 

 

 

 

 

FIGURE 2. Structure of the SVM [9]. 

 

2.2.2. KNN 

 Based on [10], The K-Nearest Neighbor (KNN) algorithm can be used as an advanced method 

to find solutions to the classification problems. The scalability problem inherent in many existing 
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data mining methods can be solved using an algorithm. It can be handled by processing large 

amounts of training data, so that it can match the allocated memory. The KNN classifier applies 

the Euclidean distance or the value of the cosine similarity to look for differences in the tuple 

training and tuple test. It can be explained by the Euclidean distance between tuples xi and xt (t = 

1,2,3 ... n) as follows:  

𝑑(𝑦𝑖, 𝑦𝑡) = √(𝑦𝑖1 − 𝑦𝑖𝑡)2 + (𝑥𝑖1 − 𝑥𝑖𝑡)2+(𝑥𝑖𝑠 − 𝑦𝑡𝑠)2         (2)                                            

 where yi, n and s are the constants of the tuples are, and they are numbers and their respective 

constraints. And can be expressed as follows:  

𝐷𝑖𝑠𝑡(𝑦1, 𝑦2) = √∑ (𝑦1𝑖 − 𝑦2𝑖)2𝑛
𝑖=1               (3)                

 The KNN algorithm is the basis of making this equation, where is at each point the closest 

neighbour to tuple test, it will be encapsulated in the space closest to tuple test. 

2.2.3. Linear Regression 

 Linear regression models are often used to explore the relationship between sustainable 

outcome and independent variable [11]. To describe the relationship between scalar response Y 

and covariate X in the q dimension, the linear regression model can be used owing to its well- 

developed theory and ease of interpretation. This is a common linear regression model: 

𝑌 =  ∅𝑇(𝑋)𝛽 + 𝜀                 (4) 

 where ∅ is the known smooth function with the dimension p, β is the unknown parameter to be 

estimated and ε is the term error [12]. 

 Each univariate analysis is carried out processing of the linear regression model, that is used 

with the aim of showing how much each independent variable will be able to predict by the 

dependent variable [13]. 

2.2.4. Logistic Regression 

 To isolate the effects and demonstrate which variables explain the variability that lies between 

accidents, the logistic regression model is used [14]. Based on [15], machine learning algorithms 

are employed to solve classification problems by dividing observations into different classes called 

logistic regression. Transferring data from any value to a value between 0 and 1, so it can be used 
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the sigmoid activation function, which functions to map different predictors on probability. It can 

be expressed as follows: 

𝑓(𝑥) =
1

1+𝑒−𝑖(𝑥)                  (5) 

 For example, if there are two classifications, where no injury is 0 and the other is 1, then output 

can be rounded into two classes, namely, 0 and 1. Instead, of the mean squared error, which has 

been used for continuous responses, the cross-entropy cost function or log loss has been used for 

logistic regression. The cost functions for y = 1 and y = 0 can be expressed as follows: 

𝑐𝑜𝑠𝑡(ℎ0(𝑥), 𝑦) = −𝑙𝑜𝑔(ℎ0(𝑥)) 𝐼𝑓 𝑦 = 1            (6) 

𝑐𝑜𝑠𝑡(ℎ0(𝑥), 𝑦) = −𝑙𝑜𝑔(1 − ℎ0(𝑥)) 𝐼𝑓 𝑦 = 0           (7) 

 where x denotes the value of different predictors, y denotes the response and m 

denotes the number of observations. 

2.2.5. Random Forest 

 Random forest is an algorithm aimed at constructing many parallel decision trees. The basic 

form of random forest learning is represented by these trees, and the characteristics are as 

follows: 

• A different bootstrap sample from the data set is used to construct each tree, a mechanism called 

bagging. A bootstrap sample different from the dataset is used to construct each tree, mechanism 

referred to as bagging. 

• The candidates for each separation are selected from the nodes on a number of randomsample 

variables (mtry). Furthermore, the best split point is selected from this set of random variables, a 

process called feature sampling. Before growing a forest, the "‘mtry"’ value must be set [16]. 

 A considerable time is required when processing a large amount of data [17]. The random forest 

algorithm is employed to construct multiple tree models forming a random tree with the use of a 

single processor [18]. Thus, a parallel computation with a random forest design is proposed [19]. 

For future work, it is expected to improve the algorithm uses a sophisticated computing 

environment to process jobs in parallel [20]. 
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2.2.6. Naive Bayes 

 Naive Bayes is a well-known discriminant reference in this type, so this marginal distribution 

allows for more flexibility, but this will result in completely any dependency between the Xj and 

Xl variables being ignored. Naive Bayes, which works with both variables for discrete and 

continuous data, expressed as follows: 

𝑃𝑓(𝐷 = 𝑘|𝑋 = 𝑥) = ∏ 𝑃𝑓(𝑗)
(𝐷 = 𝑘|𝑋𝑗 = 𝑥𝑗)𝑑

𝑗=1           (8) 

 The marginal distribution of Xj is denoted by the f(j). Even though the property in (8) is not 

fulfilled, this estimate can work very well. Furthermore, parametric and non-parametric, the 

marginal distribution of (8) can be estimated, in both cases avoiding dimensional curses. In the 

case of identical population mean and covariance the naive Bayes can be used [21]. 

2.2.7. Decision Tree 

 The decision tree is other technique for predicting and mining data. It is used for the 

classification, grouping and prediction tasks, especially for solving classification problems [22]. 

To classify data in a discrete form, a tree-structured algorithm is employed, which is called a 

decision tree. The root nodes, leaves, internal nodes and branches are the contents of the standard 

tree. The series of vertices from the root to the leaf is represented by each branch, and an attribute 

is represented by each node. The main objective of the decision tree is to disclose the structural 

information contained there [23]. 

2.2.8. Gradient Boosting Regression 

 Random forest is a random collection of basic regression tree. If gradient boosting is like 

random forest, then it is a set of decision tree. In boosting, each new tree (Tree 2) matchesaa 

modified version of the original dataset (Tree 1). The idea is to improve the prediction of the first 

tree [24]. In this study, a gradient-enhancing regression method was employed to develop models 

that predict the thermal conductivity of soils [25]. Based on these two references, it can be deduced 

that the application of gradient boosting regression as a model in the programme to make 

predictions related to variables with COVID-19 can be tested in the programme. The name changes 

adjust from gradient boosting regression to gradient boosting regressor. 
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2.3. Evaluation Method 

 The following is a measurement reference to the evaluation method aimed at comparing the 

results of the model prediction with the original data based on [26]. In Table 1, a label will be 

assigned to each cell, as a collection of possible outcomes. For example, in the case of spam 

detection, true positive is a document that is recognised by the system as a spam (note in the 

Contingency Table) and is indeed a spam. False negative is a document that is recognized by the 

system as not a spam but is indeed a  spam. True negative is a document that is recognised by the 

system as not a spam and is indeed not a spam. Accuracy can be expressed as follows: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
  (9) 

TABLE 1. Contingency Table [26]. 

 In this research, we determined whether the prediction results of various models are in agreement 

with the original data in order to identify the most suitable model for classifying the cause of a 

person suffering from COVID-19 with the highest accuracy value. 

 

3. DESIGNING PROGRAMME STRUCTURES BASED ON THE PREDETERMINED 

COMPONENTS OF THE PROGRAMME  

In this section, we describe the problem that needs to be solved, and the steps that need to be taken 

to create a programme. 

3.1. Description of the Problem to Be Solved 

 Currently, COVID-19 is rapidly spreading worldwide and has dramatically impacted public 

health [27]. The COVID-19 pandemic has forced state, local and territorial public health agencies 

to take measures in order to protect and secure the health of the people [28]. The effects of 

  gold standard labels 

  system positive system negative 

system output 

labels 

system positive true positive false positive 

system negative false negative true negative 
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potentially unexpected on health results are due to overwhelming evidence that COVID19 and 

various levels that associated with non-communicable diseases [29]. Thus, monitoring the 

symptoms suggestive of COVID-19 is important to overcome the massive spread COVID-19. 

3.2. The Steps to Create a Programme 

The following are the steps that need to be taken to create a programme: 

1. Create files based on different types of test data sizes. 

2. Import command that will be used in the programme. 

3. Input data to be used in the programme. 

4. Check the characteristics of the data so ensure i ts compatibility with the research design 

that has been created. 

5. Perform feature transformation on the data to be processed. 

6. Re-check the contents of the data to be used. 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3. Results of the Checking of the Data Contents. 
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7. Eliminate monotonous data in certain features to maintain the diversity of the processed 

data. 

8. Determine the correlation between the symptoms of a person with COVID-19 and 

thepossibility of a person contracting COVID-19. 

9. Perform feature selection by removing features that have a relatively low correlation 

value in some features. 

 

 

FIGURE 4. Correlation Matrix Based on the Selected Features Derived from the 

Feature Selection Results. 

10. Determine the data that will be used as the dependent variable and the independent 

variable. 

 

 

 

 

 

 

 

FIGURE 5. Independent Variables Used in the Programme. 
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FIGURE 6. Dependent Variable Used in the Programme. 

Based on the data in Figures 5 and 6, a value of 1 means yes, and the value of 0 means 

no. 

11. Conduct testing on eight predetermined models using the accuracy evaluation method. 

12. Sort the test results of the eight models to determine which model yields the best test 

results. 

4. RESULTS AND DISCUSSION 

4.1. Describe the Variations in the Test Data Used in This Study 

 Based on the variation of the sample tested in [30], where the sample size tested was 10% and 

20% or 0.1 and 0.2 of the total data. In this study, the data to be tested had several variations of 0.1; 

0.2; and 0.3 of the total data used.  

TABLE 2. Table of File Names and a Description of the Details in Each File. 

Test Size File No. File Name 

0.1 1 Testing Between Symptoms and the Presence of COVID- 19 Using 

a Multi-Model Test With Simulation 1 

0.2 2 Testing Between Symptoms and the Presence of COVID- 19 Using 

a Multi-Model Test With Simulation 2 

0.3 3 Testing Between Symptoms and the Presence of COVID- 19 Using 

a Multi-Model Test With Simulation 3 
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4.2. Results Which Obtained From Testing the Data on the Program 

 In this sub-section, we discuss the results of data testing using the programme. 

TABLE 3. The Results of Programme Trials Conducted on Three Different Files. 

File No. 1 File No. 2 File No. 3 

Model Accuracy Model Accuracy Model Accuracy 

Decision Tree 0.970588 Decision Tree 0.973321 Decision Tree 0.979767 

SVM 0.961397 SVM 0.966881 SVM 0.972410 

KNN 0.957721 KNN 0.966881 KNN 0.971183 

Linear 

Regression 

0.954044 Linear 

Regression 

0.962282 Linear 

Regression 

0.966891 

Logistic 

Regression 

0.954044 Logistic 

Regression 

0.962282 Logistic 

Regression 

0.966891 

Random 

Forest 

0.890994 Random 

Forest 

0.897034 Random 

Forest 

0.908178 

Gradient 

Boosting 

Regressor 

0.862832 Gradient 

Boosting 

Regressor 

0.871956 Gradient 

Boosting 

Regressor 

0.875629 

Naive Bayes 0.753676 Naive Bayes 0.738730 Naive Bayes 0.735745 

 Based on the results of program trials from various models that have been tested, it can be 

concluded that in this study , the most effective model is the decision tree with File No. 3 with test 

size of 0.3, with an accuracy of 0.979767. 

 Compared with other classification techniques, based on [31], the decision tree files are faster 

and more accurate. In [32], concluded that a larger sample size leads to a more precise estimate. 

Based on these two statements, it can be concluded that the results obtained in this study, with a test 

data size of 0.3, which is greater than 0.1 and 0.2, and using the decision tree model that is better 

than the other models, are in accordance with the directed reference. 
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5. CONCLUSION 

 The conclusion obtained in this study is to examine various symptoms related to COVID-19, 

based on that the best model used which is based on a comparison of 8 models that have been 

tested, namely Decision Tree, SVM, KNN, Linear Regression, Logistic Regression, Random 

Forest, Gradient Boosting Regressor Naive Bayes that has been done in the existing programmes 

in this study is a decision tree, using a data set size of 0.3 of the total dataset 0.3 in the form of an 

accuracy of 0.979767. 
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