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Abstract: Indonesia is one of the countries with the highest population density in the world with a very high number 

of Tuberculosis (TB). This TB disease is very serious because it is very easily transmitted through the air, namely, 

droplets that come from a TB patient who coughs or sneezes. In diagnosing a disease, missing data often occurs, 

resulting in researcher errors in the data collection process, so this study proposes the mean Imputation method to 

overcome missing data. For the classification of TB disease data in Bangkalan Regency, Indonesia, which consists of 

886 data, the method used is Naive Bayes compared to Logistics Regression. For the distribution of training and 

testing data, this research uses multiple trains and tests K-Fold cross-validation with a total of k=10. Based on research 

trials using the mean imputation method is better than the one imputation method in filling in the missing data for this 

case with an average accuracy is 97.36% and the F1 score is 95.01% better than one imputation with an average 

accuracy is 97.35% and F1 score is 94.35 % on the Naive Bayes method. For TB classification, the Naive Bayes 

method produces an average accuracy is 97.36% and the F1 score is 95.01% better than the logistic regression method 

in classifying tuberculosis with an accuracy rate is 97.36% with an F1 score is 89.58%. 
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1. INTRODUCTION 

According to the World Health Organization (WHO), TB is a dangerous disease because it is one 

of the top ten causes of death worldwide. Indonesia is one of the highest countries most infected 

with tuberculosis [1] and [2]. This disease comes from various strains of mycobacteria, namely 

Mycobacterium tuberculosis. Tuberculosis generally attacks the lungs, but can also have an impact 

on other body parts and most TB sufferers are people with an age range of 15-65 years so around 

80% of TB bacteria attack the lungs [3]. 

Tuberculosis in Indonesia has become very serious because it is very easy to transmit. The disease, 

which used to be known as TB, has now become pulmonary TB, which can be transmitted through 

the air. Usually, when the patient sneezes or coughs, the bacteria will come out so that other healthy 

people can inhale it. 

Diagnosing requires complete data because it affects the results of an accurate diagnosis. Problems 

in a data process contained in data mining are called missing data. Missing data or missing data or 

a missing value is a situation where there are empty values or incomplete values in the data. The 

missing data phenomenon happens very often in many kinds of research. Missing data can occur 

due to several things including the error of researchers who collect data, limited data collection 

tools, program errors when collecting data, and so on [4] and [5]. 

The technique for dealing with missing values is the Average Imputation. Where the attribute 

containing the missing value is replaced by calculating the mean of the missing value. Several 

imputation methods have been developed to minimize the negative impact of missing values, 

including by replacing them with a maximum or minimum value of zero, or one. 

Classification of disease data in the medical is an important task in predicting disease, it can even 

help doctors in making decisions about diagnosing the disease, thus it is very important to make 

an early diagnosis to reduce TB transmission to the wider community. Many researchers have 
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carried out activities in predicting TB disease with data mining classification methods, but it is not 

yet known what method is the most accurate in classifying TB disease. 

Classification is an important technique in deep data mining which covers all areas of life [6]. Data 

mining is the process of extracting data from a database using certain techniques to gain new 

knowledge or information. Techniques used to extract new information in data mining include 

estimation, clustering, association, prediction, and classification [6] and [7]. Classification 

techniques can be carried out using various methods including the Naive Bayes classifier (NBC) 

classification method. Naïve Bayes is a simple and effective method for prediction [8]. This 

classification method estimates the probability value of each class and classifies it linearly in an 

effective way [9]. This classification technique can be used to assist in identifying diseases, so this 

technique is suitable to be applied to diagnosis. The process to implement the Naive Bayes 

Classifier method on the identification system is done by collecting some training data containing 

the experience of the body conditions of a large number of people to classify. 

On this occasion, the research that will be carried out is to impute tuberculosis data using average 

imputation and then classify it using the Naive Bayes algorithm compared to Logistic Regression. 

 

2. PRELIMINARIES 

Data mining is a process of extracting data or filtering data by utilizing a collection of data through 

a series of processes to obtain information on the data using pattern recognition technology such 

as statistics and mathematical techniques [10]. Data mining is also a method used in the large-

scale data processing. Data mining is often referred to as knowledge discovery in database (KDD) 

which includes data collection, historical use to determine regularity patterns and relationships 

between large data sets. Based on the task, data mining is grouped into 6 namely descriptions, 

estimation, prediction, classification, clustering, and association [11].  The stages carried out in 

the data mining process, are shown in Figure 1. 
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Figure 1 Stages of Data Mining 

In Figure 1 there are the first and second stages called stages preprocessing, the third is the mining 

stage, and the fourth is the evaluation stage. 

2.1. Preprocessing 

Preprocessing stage is the stage to prepare data so that it can be used for the mining process as 

needed. At this stage, there is the handling of Missing Value data and data transformation. 

A. Cleaning and Imputation  

The missing value is a condition where there are empty values or incomplete values in the data [4]. 

In the TB data, there are some missing data on the features of the chest X-ray, TCM (Molecular 

Rapid Test) results, HIV status, and history of diabetes. To handle the missing value, an imputation 

technique was used. The imputation method with the value of Mean and Mode is an imputation 

method from a simple statistical method, the missing value is replaced with a reasonable estimated 

value (one estimate per missing value) before being entered into the whole [12]. 

The next missing data method is to replace it with a maximum, minimum, zero, or one value: 

As the name suggests, replace the missing attribute value with the maximum or minimum training 

observation value or replace the missing value with zero or one. 

B. Transformation Data 

Data transformation is a way to change data so that the data is following the needs so that the 

mining process can be carried out. One technique for data transformation is Discretization and 

normalization. Discretization helps to get accurate and easier results [13]. 



5 

OVERCOMING MISSING VALUE USING IMPUTATION METHOD IN CLASSIFICATION 

Discretization is the process of converting continuous attribute values into a finite number of 

intervals and associating each interval with a discrete numeric value. Min-Max data normalization 

is the stage before starting the clustering. Min-Max is a method by doing the linear transformation 

to raw data [14]. Intending to describe the value of each variable to the same range, namely [0,1], 

it enters the normalization process. Min Max normalization is shown by equation (1) 

𝑥𝑛  =  
𝑥0−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
          (1) 

Where: 

x n = normalized data 

x 0 = data to be normalized 

x min = minimum value of all data 

x max = maximum value of all data 

2.2. Mining Process 

The mining process involves the sharing of data. The dataset is divided into several k 

partitions. Then the learning process is carried out k times to get the model. In each process, the 

kth partition is used as test data, and the rest of the other partitions as learning data. In this data 

separation, it is called a validation technique, namely K-Fold Cross Validation [15] and [16]. 

Data sharing is done using K-Fold Cross Validation with a value of k= 10 [15] The 

following illustration of 10 -fold cross-validation can be seen in Figure 2. 

 

Figure 2 illustration of 10 -fold cross-validation 
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The way k-fold cross-validation works is as follows: 

1. Total data is divided into k parts 

2. the fold is when the 1st part becomes test data (testing data) and the rest becomes training 

data ( training data ). 

3. Repeat step 2 until you reach the k - fold 

Data mining itself can be interpreted as a process of looking for patterns in data using certain 

techniques or methods. Methods in data mining vary widely. Among them are classification with 

Naive Bayes and logistic regression, 

A. Naive Bayes  

Naïve Bayes Classifier is a classification method using probability and statistical methods, this 

method is a popular machine learning method and has been widely used in predicting various types 

of diseases [9], [17], and [18]. The main characteristics of this method are very strong (naive) 

assumptions that are independent of each event. This method certainly has several advantages and 

disadvantages, which are as follows [19]: 

a. Advantages of Naive Bayes: 

1. Can be used on both quantitative and qualitative data 

2. Does not require a large amount of data 

3. Does not require a lot of training data 

4. If there is a missing value, it can be ignored in the calculation 

5. Fast and efficient calculation 

6. Can be used for binary or multiclass problem classification. 

7. Document classification can be personalized, and tailored to the needs of each person. 

b. Disadvantages of Naive Bayes: 

1. If the conditional probability is zero, then the prediction probability will be zero. 

2. The assumption of each independent variable causes a decrease in accuracy. This is because 
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there is a correlation between one variable and another. 

3. The level of accuracy cannot be measured using only one probability. 

The equation of the Naïve Bayes method is as follows: 

𝑃 (𝐻|𝑋)  =  
𝑃 (𝑋|𝐻) .𝑃𝐻

𝑃(𝑋)
         (2) 

Where: 

X   : Data with unknown class 

H   : Hypothesis data 

P(H|X)  : Probability of hypothesis H based on condition X 

P(H)  : Hypothesis probability H 

P(X|H)  : Probability of X based on the conditions on the hypothesis H 

P(X)  : Probability X 

The classification process requires a number of instructions to determine the appropriate class for 

the sample to be analyzed. Therefore, the Naïve Bayes method above can be adjusted as in equation 

3 below: 

𝑃(𝐶|𝐹1. . . . 𝐹𝑛) =  
𝑃(𝐶) 𝑃(𝐹1...𝐹𝑛|𝐶)

𝑃(𝐹1...𝐹𝑛)
      (3) 

Where the variable C is a class, while the variable F1 … Fn is a characteristic of the instructions 

needed for classification. The equation explains that the probability of entering a characteristic 

sample in class C (posterior) is the probability of having a sample characteristic in class C 

(likelihood) which is then divided by the probability of the appearance of a global sample 

characteristic (evidence). Therefore, equation 2 can be written simply as in equation 4: 

 𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =  
𝑝𝑟𝑖𝑜𝑟 𝑥 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
       (4) 

The value of evidence is always fixed in each class of each sample. Posterior values will be 

compared with other class posterior values. This is for the classification of sample classes. Then 

the assumption of independence is used. With these assumptions, equation 5 is obtained, which is 

as follows: 

𝑃 (𝐹𝑖|𝐹𝑗)  =  
𝑃 (𝐹𝑖∩𝐹𝑗) 

𝑃(𝐹𝑗)
 =  

𝑃 (𝐹𝑖)𝑃(𝐹𝑗)

𝑃(𝐹𝑗)
 = 𝑃(𝐹𝑖)     (5) 
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Equation 5 is a model of the Naïve Bayes theorem which will then be used in the classification 

process. For continuous data classification, you can use the Gaussian Density equation as in 

equation 6 

 𝑃 (𝑋𝑖  =  𝑥𝑖| 𝑌 =  𝑦𝑗)  =  
1

√2𝜋𝜎𝑖𝑗 
 𝑒

− 
(𝑥𝑖−−𝜇𝑖𝑗)2

2 𝜎2𝑖𝑗     (6) 

Where: 

P  : Opportunity 

Xi  : Attribute i 

xi  : Value of attribute i 

Y  : The class you are looking for 

y i  : Subclass Y you are looking for 

μ  : Average off all attribute (mean) 

σ  : A variance of all attributes (Standard Deviation) 

The mean can be generated using equation 7, which is as follows: 

𝜇 =  
𝑥1+𝑥2+𝑥3+...+𝑥𝑛

𝑛
        (7) 

Where: 

xi : the value of the i-th sample 

n : number of samples 

The standard deviation value (standard deviation) can be generated using the following 8 equations: 

𝜎 =  √
∑ (𝑥𝑖− 𝜇)2𝑛

𝑖 =1

𝑛 − 1
        (8) 

After calculating the average value and standard deviation, the next step is to find the probabilistic 

value by calculating the amount of data that matches the amount of data in that category. 

B. Logistic Regression 

The logistic regression method is one of the classification methods. In this case, TB has 6 attributes 

so it can be applied using logistic regression methods [21] and [22]. Logistic regression is part of 

the regression analysis used when the dependent variable (response) is a dichotomous variable [21] 
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and [23]. Dichotomous variables usually consist of only two values that represent the occurrence 

or absence of an event which is usually assigned a number 0 or 1. Unlike ordinary linear regression, 

logistic regression does not assume a linear relationship between the independent and dependent 

variables. Logistic regression is a non-linear regression where the specified model will follow a 

linear curve pattern. 

There are several advantages of this method, here are some of the advantages of logistic regression 

which has several advantages over other analytical techniques, namely: 

1. Logistic regression does not have normality and heteroscedasticity assumptions on the 

independent variables used in the model so the classical assumption test is not needed even 

though the independent variables are more than one. 

2. The independent variables in logistic regression can be a mixture of continuous, district, 

and dichotomous variables. 

3. Logistic regression does not require the limitations of the independent variables. 

4. Logistic regression does not require that the independent variables be in the form of 

intervals. 

The logistic model is expressed in the form of a probability model where the response variable in 

this model is the logit of the probability of an attribute that will apply with the condition or 

condition of the presence of certain independent variables. The logistic function has a range of 0 ≤

𝑦 ≤ 1. The following logistic regression model is found in equation (9). 

𝑦 = 𝑓(𝑥) =
1

1+𝑒−𝑥
      ( 9) 

Where : 

𝑥 = 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥3 + ⋯ + 𝑤𝑑𝑥𝑑   (10) 

w 0    = intercept 

w1 … .w d  = weight of variable 1 to d 

From the information above, it can be seen in equation (11). 

𝑓(𝑥; 𝜔) =
1

1+𝑒−(𝜔0+𝜔1𝑥1+𝜔2𝑥2+⋯+𝜔𝑑𝑥𝑑)    (11) 

The formula for updating the weights using Gradient Descent can be seen in equation (12). 

𝜔𝑗 = 𝜔𝑗 + 𝜂(𝑦𝑖 − 𝑓(𝑥𝑖))𝑓(𝑥𝑖)(1 − 𝑓(𝑥𝑖))𝑥𝑗
𝑖    (12) 
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Where : 

wj = 𝑤𝑒𝑖𝑔ℎ𝑡 𝑡𝑜 𝑗 

η = learning rate 

yi = target 

f(xi) = prediksi 

xj
i = fitur to j with data i 

2.3. Evaluation 

Evaluation is the process of testing the performance of the method or algorithm used. In general, 

this performance evaluation uses a confusion matrix [5]. Evaluation with confusion matrix is used 

to calculate accuracy in data mining. The confusion matrix is depicted by a table that states the 

number of test data that is correctly classified and the number of test data that is incorrectly 

classified. The higher the accuracy value, the better the resulting model. Recall calculations, 

precision and accuracy are contained in equations (13) - (16) [24]. 

The recall is used to measure the positive pattern that has been classified correctly. 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (13) 

Precision is used to measure the positive pattern that was predicted correctly from all the total 

positive predicted patterns. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝑓𝑝
         (14) 

Accuracy is used to measure the ratio of the correct prediction results to the total amount of data 

being evaluated 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (15) 

The F1-Score value or also known as the F-Measure is one of the evaluation calculations that 

combines recall and precision. Recall and precision values in a situation can have different weights. 

The best value for F1-Score is 1.0 and the worst value is 0. In representation, if the F1-Score has 

a good score, it indicates that our classification model has good precision and recall. 
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𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
       (16) 

 

3. MAIN RESULTS 

A. Data Collection 

The data used in this classification process is tuberculosis data from Syarifah Ambami Hospital 

Rato Ebhu Bangkalan Regency, Indonesia consists of 886 records and 6 attributes, namely age, 

gender, chest X-ray, HIV status, history of diabetes mellitus (DM), TCM (Rapid Molecular Test) 

results, and anatomical location [3]. Of the seven attributes, the anatomical location is the target, 

namely pulmonary TB or extra pulmonary TB.  

The discretization process is carried out by converting TB data into a numeric form so that it can 

be processed in the programming process. The dataset can be seen in Table 1, which at the 

beginning was in the form of text data, which was converted into categorical data. For age, it is a 

continuous numeric data so it doesn't need to be changed, but for age, the data normalization 

process is carried out so that the data range is the same. 

Table 1. Data Set Description 

Age Numerical continuous 

Gender L (Male) : 0 P (Female) : 1   

Thoracic Photos Negative : 0 Positive: 1   

HIV Status NR/Negative : 0 Positive : 1   

Diabetes history No : 0 Yes: 1   

TCM Results Sensitive Rif:0 Negative:1 Rif Resistance:2 

Anatomical Location Lung: 0 Extra Lung: 1  

B. Analysis 

Figure 3. describes the IPO diagram as follows: 

1. Input Stage 

The input stage begins by entering data as input for the classification process. The data entered 

is based on the features of TB disease, which are 6 features. 
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2. Preprocessing Stage 

The process stage is divided into 2, namely preprocessing and processing. In the preprocessing 

section, the missing value is handled for each blank data using the Mean Imputation method 

which is compared by giving a value of 1 to the missing value. Then proceed with changing the 

data into continuous categorical and numerical data. Furthermore, the data normalization 

process is carried out. 

3. The stage of sharing training and testing data 

In the process section, the training and testing data is divided using K-Fold Cross-Validation. 

4. Process Stage 

Learning by Naïve Bayes Algorithm to get a classification model. The model obtained is used 

as an alternative to predict the test data. In this case, the Naive Bayes method will be compared 

with the logistic regression algorithm to get the results of the classification of tuberculosis 

whether it is pulmonary TB or extra pulmonary TB. 

 

 

 

 

 

 

 

 

 

 

Figure 3 IPO Diagram 
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4. RESULT AND DISCUSSION 

A. Naive Bayes 

The flow of the Naïve Bayes method is to first read the training data, then calculate the number 

and probability, if numerical data is used, then look for the mean and standard deviation of each 

parameter which is numerical data. The results of the Naïve Bayes trial using the Mean. The 

imputation method can be seen in Table 2 while the results of trials using imputation one can be 

seen in Table 3. 

Table 2. Results of the Naïve Bayes trial with k=10 and imputation mean 

Fold Accuracy Precision Recall F1 Score 

1 94.94% 82.75% 100% 90.56% 

2 97.97% 93.33% 100% 96.55% 

3 98.98% 96% 100% 97.95% 

4 97.97% 91.66% 100% 95.56%% 

5 93.93% 79.31% 100% 88.46% 

6 98.97% 96% 100% 97.95% 

7 97.95% 91.30% 100% 95.45% 

8 98.97% 96.42% 100% 98.18% 

9 95.91% 88.23% 100% 93.75% 

10 97.95% 91.66% 100% 95.65% 

Average 97.36% 90.67% 100% 95.01% 

 

Table 3 shows the best accuracy value is in the 3rd fold with an accuracy value is 98.98%. for the 

average in the trial using 10 fold produces an accuracy is 97.36% and an F1 score is 95.01%. 
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Table 3. Results of the Naïve Bayes trial with 10 folds and one imputation 

Fold Accuracy Precision Recall F1 Score 

1 97.97% 100% 100% 96.29% 

2 98.98 % 96% 100% 97.95% 

3 97.97% 93.33% 100% 96.55% 

4 94.94% 82.75% 100% 90.56%% 

5 97.97% 92.85% 100% 96.29% 

6 96.93% 86.36% 100% 92.68% 

7 96.93% 90.62% 100% 95.08% 

8 95.91% 85.71% 100% 92.30% 

9 97.95% 91.30% 100% 95.45% 

10 97.95% 92.30% 100% 96% 

Average 97.35% 90.41% 100% 94.91% 

Table 3 shows the best accuracy value is in the 2nd fold with an accuracy value is 98.98%. for the 

average in the trial using 10 fold produces an accuracy is 97.35% and an F1 score is 94.91% 

 

Figure 4. Comparison of Accuracy with Imputation Mean and One in Naïve Bayes 
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Figure 4 shows the difference using the Naive Bayes classification algorithm with imputed mean 

getting accuracy, recall precision and F1 score in the 3rd fold. While on imputation one, the best 

fold is at k=2. However, from the graph, it can be seen that the accuracy value tends to be high at 

the imputation mean. 

 

B. Logistics regression  

For the test results of the logistic regression method using the imputation method, the highest mean 

is in the 2nd fold with an accuracy value of 100%. Changes in the value of accuracy in this logistic 

regression method are in the range of 80%-100%. As for the imputation value of one, this method 

produces the highest accuracy value in the 2nd fold. However, this one imputation method also 

produces an accuracy that is far from the other folds, so that it reaches 40.47% in the 10th fold 

position. For the difference in accuracy in the logistic regression method using the imputation 

mean method compared to the imputation one, it can be seen in Figure 5. 

 

 

Figure 5. Comparison of Accuracy with Imputation Mean and One on Logistic Regression 
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and gets a high value on the imputation mean. 

To compare the accuracy level between Naive Bayes and Logistic Regression in the classification 

process, the average accuracy level can be seen in Tables 4 and 5. 

 

Table 4. Imputation using the mean value 

No Method Precision(%) Recall(%) F1 score (%) Accuracy(%) 

1 Naive bayes 90.67 100 95.01 97.36 

2 Logistics 

Regression 

86.23 100 89.58 97.36 

 

Table 5. Imputation using the one value 

No Method Precision(%) Recall(%) F1 score(%) Accuracy(%) 

1 Naive bayes 90.41 100 94.91 97.35 

2 Logistics 

Regression 

52.71 56.07 53.94 88,88 

 

The two tables above show that the measurement using the Naïve Bayes classification is better 

than the logistic regression using either the imputed mean or using the imputation one. Table 1 

shows that even with the same accuracy value, the F1 score shows that Naive Bayes is better. 

While table 2 shows the accuracy value which is only slightly different, the value of the F1 score 

of Naive Bayes is also greater than the logistic regression. 

 

5. CONCLUSION 

Based on the analysis and discussion that has been carried out on training and testing data using 

10 folds where there are 886 TB data with 6 attributes, namely age, gender, chest X-ray, HIV status, 

history of diabetes mellitus (DM), TCM results (Rapid Molecular Tests). then conclude: 

1. Based on Tables 4 and 5, the imputation means method better than the imputation one 

method in filling in the missing data for this case with an average accuracy is 97.36%, and 
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the F1 score is 95.01% better than imputation one method with an average accuracy is 

97.35% and F1 score is 94.35% on the Naive Bayes method. This is because by giving the 

same value to the data, the mining algorithm will find it interesting. After all, it forms the 

same value so that it results in unfavorable results. 

2. For the measurement of accuracy, the logistic regression method can produce an accuracy 

value is 100% compared to Naive Bayes which produces an accuracy rate is 98.98% in 

classifying TB. 

3. For the average level of accuracy obtained based on table 4, the Naive Bayes method 

produces an average accuracy of 97.36% and the F1 score is 95.01% better than the logistic 

regression method in classifying tuberculosis with an accuracy rate is 97.36% with an F1 

score is 89.58%. 
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