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Abstract. In this paper, let K be a closed convex subset of a real Hilbert space H and T : K →K a Lipschitz

pseudo-contractive map such that F(T ) 6= /0. Let {αn}, {βn} and {γn} be real sequences in (0,1). For x1 ∈K , let

{xn} be generated iteratively by

 xn+1 = Pk[(1−αn− γn)xn + γnTyn],

yn = (1−βn)xn +βnT xn,n≥ 1.

Under some mild conditions on parameters {αn}, {βn}, {γn}, we prove that our new iterative algorithm converges

strongly to a fixed point of T . No compactness assumption is imposed on T and no further requirement is imposed

on F(T ).
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Let K be a nonempty subset of a real Hilbert space H . Throughout this paper, H shall

denote a real Hilbert space. The map T : K →H is said to be Lipschitz or Lipschitz continuous

if there exists a constant L≥ 0 such that

(1) ‖T x−Ty‖ ≤ L‖x− y‖, ∀x,y ∈K .

If L = 1, then T is said to be nonexpansive; and if L < 1, then T is said to be a contraction.

It is easy to see from (1) that every contraction is nonexpansive and every nonexpansive map is

Lipschitz.

A map T : K →H is called pseudo-contractive if

(2) 〈T x−Ty,x− y〉 ≤ ‖x− y‖2, ∀x,y ∈K .

It is clear that (2) is equivalent to

(3) ‖T x−Ty‖2 ≤ ‖x− y‖2 +‖(I−T )x− (I−T )y‖2, ∀x,y ∈K .

An important subclass of the class of pseudo-contractive maps is the class of λ−strictly pseudo-

contractive maps. T is said to be λ−strictly pseudo-contractive (see for example [1]) if there

exists λ ∈ [0,1) such that

(4) ‖T x−Ty‖2 ≤ ‖x− y‖2 +λ‖(I−T )x− (I−T )y‖2, ∀ x,y ∈K .

It is well known that if T is λ−strictly pseudo-contractive, then T is Lipschitz with Lipschitz

constant L =
1+
√

λ

1−
√

λ
. We use F(T ) to denote the set of fixed points of T .

The Mann iteration scheme {xn}∞
1 generated from arbitrary x1 ∈K by

(5) xn+1 = (1−αn)xn +αnT xn, n≥ 1,

where the control sequence {xn}∞
n=1 in [0,1] satisfying some appropriate conditions has been

successfully employed in approximating fixed points (when they exist) of nonexpansive maps.

This success has not carried over to the more general class of pseudo-contractions. If K is a

compact convex subset of a Hilbert space H and T : K →K is Lipschitz , then, by Schauder

fixed point theorem, T has a fixed point in K . All efforts to approximate such a fixed point

by means of the Mann sequence when T is also assumed to be pseudo-contractive proved to be

abortive.
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Hicks and Kubicek [17], gave an example of a discontinuous pseudo-contraction with unique

fixed point for which the Mann iteration does not always converge. Borwein and Borwein [18],

gave an example of a Lipschitz map (which is not pseudo-contractive) with a unique fixed point

for which the Mann sequence fails to converge. For Lipschitz pseudo-contractive maps, the

Ishikawa iteration sequence {xn}∞
n=1 generated from arbitrary x1 ∈K by

(6) xn+1 = (1−αn)xn +αnTyn, yn = (1−βn)xn +βnT xn,

where {αn},{βn} are sequences of positive numbers satisfying the conditions

(i) 0≤ αn ≤ βn < 1;

(ii) lim
n→∞

βn = 0;

(iii) Σn≥0αnβn = ∞

is usually applicable.

In real Hilbert spaces, one of the most general well known convergence theorems using the

Mann iteration algorithm for the class of λ−strictly pseudo-contractive maps is the following:

Theorem 1.1. [7] For K a nonempty closed convex subset of the Hilbert space H , let T :

K →K be a λ -strictly pseudo-contractive map with a nonempty fixed point set F(T ) and let

{xn}∞
n=1 be a real sequence in (0,1−λ ) satisfying the conditions

(i) lim
n→∞

αn = 0

(ii) Σ
∞
n=1αn(1−αn−λ ) = ∞.

Then the Mann iteration algorithm {xn}∞
n=1 converges weakly to a fixed point of T .

If λ = 0 in Theorem 1.1., we obtain weak convergence theorem for nonexpansive maps. To

obtain strong convergence of Mann to a fixed point of a λ−strictly pseudo-contractive map

or even a nonexpansive map in the setting of Theorem 1.1., additional conditions are usually

required on T or the subset K . (see for example [1] to [6]).

Recently, Yao and Li [16] studied a modified Mann iteration algorithm and proved strong

convergence of the modified algorithm to a fixed point of a λ−strictly pseudo-contractive map

in real Hilbert spaces. They proved the following:

Theorem 1.2. Let H be a real Hilbert space and T : H → H be a λ−strictly pseudo-

contractive map such that F(T ) 6= /0. Let {αn} and {βn} be two real sequences in (0,1). Assume
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that the following conditions are satisfied:

(i) lim
n→∞

αn = 0;

(ii) Σ
∞
n=0αn = ∞;

(iii) βn ∈ [ε,(1−λ )(1−αn)) for some ε > 0.

Then the sequence {xn} generated by xn+1 = (1−αn−βn)xn+βnT xn, n≥ 0 strongly converges

to a fixed point of T .

Clearly, the modified Mann iteration algorithm reduces to the normal Mann iteration algorith-

m when αn = 0. For L−Lipschitzian pseudo-contractive maps for which the Ishikawa algorithm

rather than the Mann algorithm has been applicable, Ishikawa [9] first proved the following:

Theorem 1.3. For K a nonempty convex compact subset of a Hilbert space H and T : K →

K an L−Lipschitzian pseudo-contractive map, let {xn}∞
n=1 and {βn}∞

n=1 be real sequences

satisfying the conditions:

(i) 0≤ αn ≤ βn < 1;

(ii) lim
n→∞

βn = 0;

(iii) Σ
∞
n=1αnβn = ∞.

Then the Ishikawa iteration sequence {xn}∞
n=1 generated from an arbitrary x1 ∈ K by xn+1 =

(1−αn)xn +αnT [(1−βn)xn +βnT xn], n≥ 1 converges to a fixed point of T .

Since the appearance of Theorem 1.3., many authors have extended it in various forms (see

for example [8] to [12]). However, strong convergence has not been achieved without compact-

ness assumption on T or K ; or other requirements on the set of fixed point F(T ); or complete

modification of the scheme to a hybrid algorithm (see [8] to [12]).

It is our purpose in this paper to complement Yao and Li [16] by introducing a modified

Ishikawa algorithm analogous to the modified Mann iteration algorithm studied in [16]. We

further prove that our modified Ishikawa algorithm converges strongly to a fixed point of a

Lipschitz pseudo-contractive map in real Hilbert spaces.

2. Preliminaries

We shall make use of the following lemmas in section three.
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Lemma 2.1. [9] Let H be a Hilbert space. Then for all x,y ∈H , α ∈ [0,1] the following

equality holds:

‖αx+(1−α)y‖2 = α‖x‖2 +(1−α)‖y‖2−α(1−α)‖x− y‖2.

Lemma 2.2. Let H be a real Hilbert space. Then there holds the following well known results:

(i) ‖x− y‖2 = ‖x‖2−2〈x,y〉+‖y‖2 ∀x,y ∈H ;

(ii) ‖x+ y‖2 ≤ ‖x‖2 +2〈y,x+ y〉 ∀x,y ∈H .

Lemma 2.3. [14] Assume {an} is a sequence of non negative real numbers such that

an+1 ≤ (1− γn)an + γnδn,n ≥ 0, where {γn} is a sequence in (0,1) and {δn} is a sequence in

ℜ, the reals, such that

(i) ∑
∞
n=0 γn = ∞;

(ii) limsup
n→∞

δn ≤ 0 or ∑
∞
n=0 |δnγn|< ∞. Then lim

n→∞
an = 0.

The following lemmas can be found in [15], [19].

Lemma 2.4. (Demi-closed Principle) Let H be a Hilbert space, K a closed convex subset of

H and T : K →K a continuous pseudo-contractive map, then

(i) F(T ) is a closed convex subset of K .

(ii) I−T is demi-closed at zero, i.e., if {xn} is a sequence in K such that xn ⇀ z and (I−T )xn→

0, then (I−T )z = 0.

Lemma 2.5. [15] Let T : K →H be non-expansive and y ∈K be a weak cluster point of a

sequence {xn}∞
n=0. I f ‖T xn− xn‖→ 0, then y ∈ F(T ).

Lemma 2.6. [20] Let H be a real Hilbert space. If {xn} is a sequence in H weakly convergent

to z, then limsupn→∞ ‖xn− y‖2 = limsupn→∞ ‖xn− z‖2 +‖z− y‖2 ∀y ∈H .

3. Main result

Theorem 3.1. Let H be a Hilbert space and K be a closed convex subset of H . Let T :

K →K be a L-Lipschitz pseudo-contractve map such that F(T ) 6= /0. For x1 ∈K , let {xn}
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be generated iteratively by xn+1 = Pk[(1−αn− γn)xn + γnTyn],

yn = (1−βn)xn +βnT xn,n≥ 1.
(7)

Assume the sequences {αn},{γn},{βn} ∈ (0,1) satisfy

(i) βn(1−αn)> γn∀n≥ 1;

(ii) lim
n→∞

αn = 0 and Σαn = ∞;

(iii) 0 < α ≤ γn ≤ βn ≤ β <
1

[
√

1+L2 +1]
for all n≥ 1.

Then the sequence {xn} generated by (7) strongly converges to a fixed point of T .

Proof. Since F(T ) 6= /0, we can take p ∈ F(T ). From (7) we have

‖xn+1− p‖ = ‖Pk[(1−αn− γn)xn + γnTyn]− p‖

≤ ‖(1−αn− γn)xn + γnTyn− p‖

= ‖(1−αn− γn)(xn− p)+ γn(Tyn− p)−αn p‖

≤ ‖(1−αn− γn)(xn− p)+ γn(Tyn− p)‖+αn‖p.‖(8)

Now, consider

(1−αn− γn)(xn− p)+ γn(Tyn− p)‖2

= ‖(1−αn)[(1− γn)(xn− p)+ γn(Tyn− p)]+αn[−γnxn + γnTyn]‖2.

By Lemma 2.1, we have

‖(1−αn− γn)(xn− p)+ γn(Tyn− p)‖2 = (1−αn)‖(1− γn)(xn− p)+ γn(Tyn− p)‖2

+αn‖γn(Tyn− xn)‖2−αn(1−αn)‖xn− p‖2

= (1−αn)[(1− γn)‖xn− p‖2 + γn‖Tyn− p‖2

−γn(1− γn)‖xn−Tyn‖2]+αnγ
2
n‖Tyn− xn‖2

−αn(1−αn)‖xn− p‖2
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= (1−αn)‖xn− p‖2− γn(1−αn)‖xn− p‖2

+γn(1−αn)‖Tyn− p‖2

−γn(1− γn)(1−αn)‖xn−Tyn‖2

+αnγ
2
n‖Tyn− xn‖2−αn(1−αn)‖xn− p‖2

≤ (1−αn)
2‖xn− p‖2− γn(1−αn)‖xn− p‖2

+γn(1−αn)[‖yn− p‖2 +‖yn−Tyn‖2]

−γn(1−αn− γn)‖Tyn− xn‖2.(9)

But

‖yn− p‖2 = ‖(1−βn)(xn− p)+βn(T xn− p)‖2

= (1−βn)‖xn− p‖2 +βn‖T xn− p‖2−βn(1−βn)‖xn−T xn‖2

≤ (1−βn)‖xn− p‖2 +βn‖xn− p‖2 +βn‖xn−T xn‖2−βn(1−βn)‖xn−T xn‖2

= ‖xn− p‖2 +β
2
n ‖xn−T xn‖2.(10)

Also,

‖yn−Tyn‖2 = ‖(1−βn)(xn−Tyn)+βn(xn−Tyn‖2

= (1−βn)‖xn−Tyn‖2 +βn‖T xn−Tyn‖2−βn(1−βn)‖xn−T xn‖2

≤ (1−βn)‖xn−Tyn‖2 +βnL2‖xn− yn‖2−βn(1−βn)‖xn−T xn‖2

≤ (1−βn)‖xn−Tyn‖2 +β
3
n L2‖xn−T xn‖2−βn(1−βn)‖xn−T xn‖2

= (1−βn)‖xn−Tyn‖2 +βn[L2
β

2
n +βn−1]‖xn−T xn‖2.(11)
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Substituting (10) and (11) in (9), we have

‖(1−αn− γn)(xn− p)+ γn(Tyn− p)‖2

= (1−αn)
2‖xn− p‖2− γn(1−αn)‖xn− p‖2

+ γn(1−αn)[‖xn− p‖2 +β
2
n ‖xn−T xn‖2]

+ (1−βn)‖xn−Tyn‖2 +βn(L2
β

2
n +βn−1)‖xn−T xn‖2]

− γn(1− γn)(1−αn)‖xn−Tyn‖2 +αnγ
2
n‖Tyn− xn‖2

= (1−αn)
2‖xn− p‖2− γn[βn(1−αn)− γn]‖xn−Tyn‖2 + γnβn(1−αn)[L2

β
2
n +2βn−1]‖xn−T xn‖2

= (1−αn)
2‖xn− p‖2− γn[βn(1−αn)− γn]‖xn−Tyn‖2− γnβn(1−αn)[1−L2

β
2
n −2βn]‖xn−T xn‖2.

Therefore, by conditions (iii) and (i), we have that 1−2βn−L2β 2
n > 0 and βn(1−αn)> γn⇒

(12) ‖(1−αn− γn)(xn− p)+ γnTyn‖2 ≤ (1−αn)
2‖xn− p‖2 ≤ (1−αn)‖xn− p‖.

Combining (12) and (8), we have

(13) ‖xn+1− p‖ ≤ (1−αn)‖xn− p‖+αn‖p‖ ≤ max{‖xn− p‖,‖p‖}.

By induction, we have ‖xn+1− p‖ ≤ max{‖x0− p‖,‖p‖}, which implies that {xn} is bounded.

Furthermore, from (7), Lemma 2.4., and following the methods above, we get that

‖xn+1− p‖2 = ‖Pk[(1−αn− γn)xn + γnTyn]− p‖

≤ ‖xn− p− γn(xn−Tyn)−αnxn‖2

≤ ‖xn− p− γn(xn−Tyn)‖2−2αn〈xn,xn+1− p〉

= ‖(1− γn)xn + γnTyn− p‖2−2αn〈xn,xn+1− p〉.(14)

Now, consider

‖γnTyn +(1− γn)xn− p‖2 = γn‖Tyn− p‖2 +(1− γn)‖xn− p‖2− γn(1− γn)‖Tyn− xn‖2.
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From (10) and (11), we have

‖γnTyn +(1− γn)xn− p‖2 ≤ γn[‖yn− p‖2 +‖yn−Tyn‖2]+ (1− γn)‖xn− p‖2

−γn(1− γn)‖Tyn− xn‖2

≤ γn[‖xn− p‖2 +β
2
n ‖xn−T xn‖2]+ γn[(1−βn)‖xn−Tyn‖2

+βn(L2
β

2
n +βn−1)‖xn−T xn‖2]+ (1− γn)‖xn− p‖2

−γn(1− γn)‖Tyn− xn‖2

= ‖xn− p‖2− γnβn[1−2βn−L2
β

2
n ]‖xn−T xn‖2

+γn(γn−βn)‖xn−Tyn‖2.

From (iii), we have that (γn−βn)≤ 0 and 1−2βn−L2β 2
n > 0, ∀n≥ 1, we have that

(15) ‖γnTyn +(1− γn)xn− p‖2 ≤ ‖xn− p‖2− γnβn[1−2βn−L2
β

2
n ]‖xn−T xn‖2.

Substituting (15) in (14) we have that

(16) ‖xn+1− p‖2 ≤ ‖xn− p‖2− γnβn[1−2βn−L2
β

2
n ]‖xn−T xn‖2−2αn〈xn,xn+1− p〉.

Since {xn} is bounded, there exists a constant M ≥ 0 such that − 2〈xn,xn+1〉 ≤ M ∀ n ≥ 0.

Consequently, from (16), we get

(17) ‖xn+1− p‖2−‖xn− p‖2 + γnβn[1−2βn−L2
β

2
n ]‖xn−T xn‖2 ≤Mαn.

We now consider the following two cases:

Case 1: Suppose that there exists n0 ∈ N such that {‖xn− p‖} is non increasing. Then, we

have that {‖xn− p‖} is convergent. Clearly we have that ‖xn+1− p‖2−‖xn− p‖2→ 0. This,

together with (ii) and (17), imply that

(18) ‖xn−T xn‖→ 0.

By Lemma 2.5. and (18), it is easy to see that ωω(xn)⊂ F(T ), where ωω(xn) = {x : ∃xni ⇀ x}

is the weak ω−limit set of {xn}. This implies that {xn} converges weakly to a fixed point x∗

of T . Indeed, if we take x∗, x̄ ∈ ωω(xn) and let {xni} and {xm j} be sequences in {xn} such that
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xni ⇀ x∗ and xm j ⇀ x̄, respectively. Since lim
n→∞
‖xn− z‖ exists for z ∈ F(T ), by Lemma 2.6., we

obtain

lim
n→∞
‖xn− x∗‖2 = lim

j→∞
‖xm j− x∗‖2

= lim
j→∞
‖xm j− x̄‖2 +‖x̄− x∗‖2

= lim
i→∞
‖xni− x∗‖2 +2‖x̄− x∗‖2

= lim
n→∞
‖xn− x∗‖2 +2‖x̄− x∗‖2.

Hence, x̄ = x∗.

Next, we prove that {xn} strongly converges to x∗. Let zn = γnTyn +(1− γn)xn. Then from (7)

we have xn+1 = Pk[zn−αnxn],∀n≥ 0. It follows that

(19) xn+1 = Pk[(1−αn)zn +αn(zn− xn)].

At the same time, we note that ‖zn−x∗‖2 = ‖xn−x∗−γn(xn−Tyn)‖2. Using the same approach

as in (15) we have

(20) ‖zn− x∗‖2 ≤ ‖xn− x∗‖2− γnβn[1−2βn−L2
β

2
n ]‖xn−T xn‖2 ≤ ‖xn− x∗‖2.

Furthermore, from (7) and (18) we have ‖yn−xn‖= βn‖T xn−xn‖ ≤ ‖T xn−xn‖→ 0 as n→∞.

Also, T is Lipschitz implies that,

‖zn− xn‖ = ‖γn(Tyn− xn)+ γn(T xn−T xn)‖

≤ γnL‖yn− xn‖+ γn‖T xn− xn‖

≤ γnL‖T xn− xn‖+ γn‖T xn− xn‖→ 0.(21)
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Applying Lemma 2.2. to (19), we have

‖xn+1− x∗‖2 = ‖Pk[(1−αn)zn +αn(zn− xn)]− x∗‖2

≤ ‖(1−αn)(zn− x∗)+αn(zn− xn)−αnx∗‖2

≤ ‖(1−αn)(zn− x∗)+αn(zn− xn)‖2−2αn〈x∗,xn+1− x∗〉

= (1−αn)‖zn− x∗‖2 +αn‖zn− xn‖2−αn(1−αn)‖xn− x∗‖2−2αn〈x∗,xn+1− x∗〉

≤ (1−αn)‖xn− x∗‖2 +‖zn− xn‖2−αn(1−αn)‖xn− x∗‖2−2αn〈x∗,xn+1− x∗〉

≤ (1−αn)
2‖xn− x∗‖2 +‖zn− xn‖2−2αn〈x∗,xn+1− x∗〉.

It is clear that ‖zn− xn‖2 ≤ (γnL‖T xn− xn‖+ γn‖T xn− xn‖)2→ 0 as n→ ∞ and

limn→∞〈x∗,xn+1− x∗〉= 0⇒

(22) ‖xn+1− x∗‖2 ≤ (1−αn)‖xn− x∗‖2−2αn〈x∗,xn+1− x∗〉.

Since lim
n→∞
〈x∗,xn+1− x∗〉 = 0⇒ ‖xn+1− x∗‖2 ≤ (1−αn)‖xn− x∗‖2, applying Lemma 2.3. to

(22) we immediately deduce that xn→ x∗.

Case 2. Assume that {‖xn− p‖} is not a monotonically decreasing sequence. Set

Γn = ‖xn− p‖2 and let τ : N→N be a mapping for all n≥ n0 (for some n0 large enough) defined

by τ(n) = max{k ∈ N : k ≤ n,Γk ≤ Γk+1}. Clearly, τ is a non decreasing sequence such that

τ(n)→ ∞ as n→ ∞ and Γτ(n) ≤ Γτ(n)+1 for n≥ n0. From (17), it is easy to see that

‖xτ(n)−T xτ(n)‖2 =
Mατ(n)

γτ(n)βτ(n)[1−2βτ(n)−L2β 2
τ(n)]
→ 0.

Thus ‖xτ(n)− T xτ(n)‖ → 0. By the same similar argument as above in case 1, we conclude

immediately that xτ(n) weakly converges to x∗ as τ(n)→ ∞. At the same time we note that, for

all n0 ≥ n, we have

0≤ ‖xτ(n)+1−x∗‖2−‖xτ(n)−x∗‖2 ≤ ατ(n)[2〈x∗,x∗−xτ(n)+1〉−‖xτ(n)−x∗‖2]. Hence, we have

that limn→∞ ‖xτ(n)− x∗‖2 = 0. Therefore, limn→∞ Γτ(n) = limn→∞ Γτ(n)+1 = 0. Furthermore,

for n ≥ n0, it is easily observed that Γτ(n) = Γτ(n)+1, if n 6= τ(n) (that is τ(n) < n), because

Γ j > Γ j+1 for τ(n) + 1 ≤ j ≤ n. As a consequence we obtain, for all n ≥ n0, 0 ≤ Γτ(n) ≤

max{Γτ(n),Γτ(n)+1} = Γτ(n)+1. Hence limn→∞ Γn = 0, that is, {xn} converges strongly to x∗.

This completes the proof.
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Remark 3.2. A prototype example for our parameter is

γn =
n2−1

4(n+1)2(2+L2)
, βn =

n
4(n+1)(2+L2)

, αn =
1

n+1
.
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