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Abstract. Let C be a nonempty closed and convex subset of a uniformly smooth and uniformly convex real Banach
space E with dual space E*. A new monotone hybrid method for finding a common element for a family of a
general class of nonlinear nonexpansive maps is constructed and, the sequence of the method is proved to converge

strongly to a common element of the family. Finally, application of this theorem complements, generalizes and

extends some recent important results.
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1. Introduction

The problem of finding a point in the intersection of a family of closed and convex subsets of

a Banach space generally referred to as the convex feasibility problem appears frequently in
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various areas of physical sciences and has been studied well in the framework of Hilbert spaces
and has found applications in areas such as image restoration, computer tomography, radiation
therapy treatment planning (see e.g., Combettes [15]). Significant research has also been done
on the convex feasibility problem in real Banach spaces more general than Hilber space (see
e.g., Kitahara and Takahashi [21], O’Hare et al. [28], Chang et al. [10], Qin et al. [29], Zhou
and Tan [38], Wattanwitoon and Kumam [34], Li and Su [23], Takahashi and Zembayashi [33],
Kikkawa and Takahashi [20], Aleyner and Reich [5], Sahu et al. [32], Ceng et al. [9], and the

references contained in them).

Let C be a nonempty subset of a normed space. A map 7 : C — E is called nonexpansive if
||Tx—Tyl|| <||x—y]|| for all x,y € C. Recently, Nakajo and Takahashi [27] studied the following
algorithm for a nonexpansive self-map 7 of a nonempty closed and convex subset C of a Hilbert

space, H:

xo € C arbitrary,

Up = OyXy + (1 — 04,) Txp,

(D Co={ucC:|lu,—ul| <||x,—ull},
On={uecC: (x,—u,xo—x,) >0},

[ X1 = Fe,np, %0,

where F¢ denotes the metric projection from H onto a closed convex subset C of H. They proved
a strong convergence theorem if the sequence {, }>_; is bounded above by 1. Martinez-Yanes
and Xu [25] introduced the following so-called Ishikawa scheme for a nonexpansive self-map

T of a nonempty closed and convex subset C of a Hilbert space:

xo € C arbitrary,

Zn = PBuxn + (1= Bn) Txn,

Yn = OuXy + (1 — 04;) Txp,

) Co={u € C[lyn—ull® < [Jxw —ul*},

+(1 = ) ([[zal 1> = [Pl > + 2 — 20, ) > O},

On={ueC: {(x,—uxo—x,) >0},

X1 = Pe,np,X0,
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where {0y, } and {B,} are sequences in (0,1). They proved that under appropriate conditions
on these sequences, the sequence {x,} converges strongly to Pr()X0. Qin and Su [30] modified
the algorithm of Nakajo and Takahashi [27] by introducing the monotone hybrid method for a

nonexpansive map 7 still in a Hilbert space H as follows:

;

X1 =x€C, Co=0p=C,

Up = OyXy + (1 — 04,) Txp,

() Cu= {1 € C llup—u]] < [l ]},
On={uecC: (xy—u,x—x,) >0},

Xnt1 = Pe,no,X0,

\

for all n € N, o, € (0,1). Using this algorithm, they proved a strong convergence theorem
under suitable conditions on ¢. Recently, Klin-earn, Suantai and Takahashi [22] presented a
new and interesting monotone hybrid iterative method for a convex feasibility problem for a
family of generalized nonexpansive maps in a Banach space more general than Hilbert spaces.

They proved the following Theorem:

Theorem 1.1. Let E be a uniformly smooth and uniformly convex Banach space and let C be
a nonempty closed subset of E such that JC is closed and convex. Let {T,} be a countable
family of generalized nonexpansive mappings from C into E and let T be a family of closed
generalized nonexpansive mappings from C into E such that N,,_F(T,) = F(T) # 0. Suppose
that {T,} satisfies the NST-condition with T. Let {x,} be the sequence generated by

(

x1=x€C;Cy=Qp=C,

Up = Xy + (1 — ) Tyxy,

) Co={z2€Co1NQn—1:9(un,2) < P(xn,2)},
On={z€C1NQp_1: (x—xp,Jx,—Jz) >0},

[ Xn+1 =Rc,no, X

forall n € N, where J is the duality mapping on E and o, C |0, 1] satisfies liminf(1 — o) > 0.
n—oo
Then, {x,} converges strongly to Rp(r)x, where Ryt is the sunny generalized nonexpansive

retraction from E onto F(T).
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Let E be a real normed space with dual space E*. A map A : E — 2 is called monotone if
for each x,y € E, (N —v,x—y) >0V 1 € Ax, v € Ay. Consider, for example, the following:
Let g : E — RU{oo} be a proper convex function. The subdifferential of g, dg : E — 2F", is
defined for each x € E by

dglx) ={x"€E":g(y) —g(x) > (y—x,x") Vy € E}.

It is easy to check that dg is a monotone map on E, and that 0 € dg(u) if and only if u is a

minimizer of g. Setting dg = A, it follows that solving the inclusion
Q) 0 € Au,

in this case, is solving for a minimizer of g.

Let E be a real normed space with dual space E*. A map J : E — 2E" defined by Jx :=
{x* € E* : {(x,x*) = |lx||.||x*||, |lx|]| = [lx*||} is called the normalized duality map on E. A
map A : E — 2F is called accretive if for each x,y € E, there exists j(x —y) € J(x—y) such that
<n — v, jlx— y)> >0V n e Ax, v € Ay. Accretive operators have been studied extensively by
numerous mathematicians (see e.g., Browder [7], Deimling [16], Kato [19], Ioana [17], Reich

[31], and a host of other authors).

In studying the equation
(6) Au=0,

where A is an accretive operator on a Banach space E, Browder introduced an operator 7' defined
by T :=1— A where [ is the identity map on E. He called such an operator pseudo-contractive.
It is clear that, fixed points of 7" correspond to solutions of Au = 0, if they exist. Consequently,
approximating solutions of this equation when A is an accretive-type operator, using fixed point
techniques has become a flourishing area of research for numerous mathematicians. This re-
sulted in the publication of several monographs which presented in-depth coverage of the main
ideas, concepts and most important results on iterative algorithms for appropriation of solu-

tions of several nonlinear equations involving accretive-type maps (see e.g., Agarwal et al. [1];
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Berinde [6]; Chidume [11]; Censor and Reich [8]; William and Shahzad [35], and the refer-

ences contained in them).

Unfortunately, developing algorithms for approximating solutions of the equation (5) when
A : E — 2F" is of monotone-type has not been very fruitful. The fixed point technique intro-
duced by Browder for studing equation (6) when A is of the accretive type is not applicable in
this case since A maps a space E to its dual space E*, and so the map T : I — A, which he called

pseudo-contractive does not make sense here.

Fortunately, a new concept of fixed points for maps from a real normed space E to its dual
space E* has very recently been introduced and studied (see Chidume and Idu [12], Liu [24],
Zegeye [37]). This notion has been found to be quite natural and very applicable. For appli-
cations to approximation of zeros of maximal monotone maps, applications to proximal point
algorithm, solutions of Hammerstein integral equations, and convex minimization problems,
the reader is referred to Chidume and Idu [12]. These developments have provided fixed point
theory for studying the equation Au = 0 where A maps a space E to its dual space E*. In partic-
ular, this evolving fixed point theory for maps from a space E to its dual space E* is suitable for
studying, in particular, the equation Au = 0 where A is the subdifferential of a convex function.
It is well known that most monotone operators on a normed space are subdifferentials of some
convex function (see e.g., [17]). Furthermore, these developments have also generated consid-
erable interest in fixed point theory for maps from a real Banach space E to its dual space E*

and their applications (see e.g., Chidume ef al. [13], Liu [24]. Zegeye [37]).

In this paper, we continue the study of fixed point theory for maps from a real Banach
space E to its dual space E*. An analogue of Theorem 1.1 is proved for an infinite family
of nonexpansive-type maps from a normed space E into its dual space E*. Finally, applica-
tion of our theorem in a real Hilbert space complements and extends the result of Nakajo and
Takahashi [27], Martinez-Yanese and Xu [25], Qin and Su [30] and results of a host of other

authors.
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2. Preliminaries

Let E be a real normed linear space of dimension > 2. The modulus of smoothness of E ,

PE : [0,00) — [0, 0), is defined by:

X+y|+|x—y
pE<r>:=sup{” ha ”—1:qu:1,uy||:r,r>o}.

pe(T)
T

A normed linear space E is called uniformly smooth if lim;_,g = 0. A Banach space E is

said to be strictly convex if ||x|| = [[y|| =1, x#y =

Y H < 1. The modulus of convexity

of E is the function O : (0,2] — [0, 1] defined by

X+Yy
2

8s(e) = inf {1 — | S22 <l = vl = 1: € = e .

The space E is uniformly convex if and only if 6g(g) > 0 for every € € (0,2]. The norm of E
is said to be Fréchet differentiable if for each x € S := {u € E - ||u]| = 1}, lim, o L=l
exists and is attained uniformly for y € E. We list some properties of the normalized duality

map (defined earlier) which are well known (see e.g., Cioranescu [14]).

e J(0)=0,

e For x € E, Jx is nonempty closed and convex,

e If E is strictly convex, then Jis one-to-one, i.e., if x # y, then JxNJy = 0,
e If F is reflexive, then J is onto,

e If E is smooth, then J is single-valued,

If E is uniformly smooth, then J is uniformly continuous on bounded subsets of E.

In the sequel, we shall need the following definitions and results.

Definition 2.1 (J-fixed point). Let E be an arbitrary normed space and E* be its dual. Let
T : E — E* be any mapping. A point x € E will be called a J-fixed point of T if and only if
Tx=Jx.
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Definition 2.2 (J-pseudocontractive mappings). Let E be a normed space. A mapping T : E —

E* is called J-pseudocontractive if for every x,y € E,
(Tx—Ty,x—y) < (Jx—Jy,x—y).

Remark 1. The 7 :=J — A is J-pseudocontractive if and only if A is monotone (see Chidume

and Idu [12]).

This notion has been applied to construct an iterative scheme for the approximation of zeros of

bounded maximal monotone maps. In particular, the following theorem has been proved

Theorem 2.3. Let E be a uniformly convex and uniformly smooth real Banach space and let E*
be its dual. Let A : E — 25" be a multi-valued maximal monotone and bounded map such that

A0 #£ 0. For fixed u, x| € E, let a sequence {xn} be iteratively defined by:
(7) Xnp1 =J 7 Ixn = Anlty — A0, (X — Ju)], n> 1, U, € Axy.

where {A,} and {6,} are sequences in (0,1). Then, the sequence {x,} converges strongly to a

zero of A.

Let E be a smooth real Banach space with dual E*. The Lyapounov functional ¢ : E x E — R,
defined by:

(8) ¢ (x,y) = ||1x]|> = 2(x,Jy) + ||y||%, for x,y € E,

where J is the normalized duality map from E into E* will play a central role in the sequel.
It was introduced by Alber and was first studied by Alber [2], Alber and Guerre-Delabriere
[3], Kamimura and Takahashi [18], Reich [31] and a host of other authors. If £ = H, a real
Hilbert space, then equation (8) reduces to ¢ (x,y) = ||x —y||* for x,y € H. It is obvious from

the definition of the function ¢ that
©) (Ixll = 11y1)* < 9 (x,y) < (llxll + [Iy]})? for x,y € E.

Definition 2.4. Let C be a nonempty closed and convex subset of a real Banach space E and T
be a map from C to E.The map 7 is called generalized nonexpansive if F(T) :={x € C:Tx =
x} #0and ¢(Tx,p) < ¢(x,p) forall x e C,p € F(T). A map R from E onto C is said to be a
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retraction if R?> = R. The map R is said to be sunny if R(Rx+¢(x — Rx)) = Rx for all x € E and

t <0.

A nonempty closed subset C of a smooth Banach space E is said to be a sunny generalized
nonexpansive retract of E if there exists a sunny generalized nonexpansive retraction R frm E

onto C. We now list some lemmas which will be used in the sequel.

Lemma 2.5. (see e.g., Alber [2]) Let C be a nonempty closed and convex subset of a smooth,
strictly convex and reflexive Banach space E. Then, the following are equivalent.

(i) C is a sunny generalized nonexpansive retract of E,

(ii) C is a generalized nonexpansive retract of E,

(iii) JC is closed and convex.

Lemma 2.6. (see e.g., Alber [2]) Let C be a nonempty closed and convex subset of a smooth
and strictly convex Banach space E such that there exists a sunny generalized nonexpansive
retraction R from E onto C.Then, the following hold.

(i) z=Rx if and only if (x —z,Jy —Jz) <0 forall y € C,

(ii) ¢ (x,Rx) + ¢ (Rx,z) < ¢(x,2), z€C, x € E.

Lemma 2.7. (see e.g., Xu [36]) Let E be a uniformly convex Banach space. Let r > 0. Then,
there exists a strictly increasing continuous and convex function g : [0,00) — [0,00) such that

£(0) = 0 and the following unequality holds:
[[Ax+ (1= )| < Al P+ (1= A)|Iy[? = 2(1 = A)g(|lx = y]),
forall x,y € B,(0), where B,(0) :={ve E:||v||<r}and A €[0,1].
Lemma 2.8. (see e.g., Kamimura and Takahashi [18]) Let E be a smooth and uniformly convex

real Banach space and let {x,} and {x,} be sequences in E such that either {x,} or {x,} is

bounded. If limy,_se ¢ (X, ) = 0, then limy,_se ||X, — yp|| = 0.

2.1. NST-condition. Let C be a closed subset of a Banach space E. Let {7,,} and I" be two
families of generalized nonexpansive maps of C into E such that N>, F(T,,) = F(I') # 0, where

F(T,) is the set of fixed points of {7} and F(T) is the set of common fixed points of T".
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Definition 2.9. The sequence {T},} satisfies the NST-condition (see e.g., Nakajo, Shimoji and
Takahashi [26]) with I if for each bounded sequence {x,} C C,

lim ||x, — T,x,|| = 0= lim ||x, — Tx,|| =0, forall T €T.
n—soo n—so0

Example 1. If I' = {T'} a singleton, {7, } satisfies the NST-condition with {T'}. If T, = T for
all n > 1, then, {T,,} satisfies the NST-condition with {T'}.

Example 2. Let C be a closed subset of a uniformly smooth and uniformly convex Banach space
E and let S and T be generalized nonexpaansive mappings from C into E with F(S)NF(T) # 0.
Let {B,} C [0, 1] satisfy li’?l}iofolfﬁn(l —B») > 0. For n € N, define the mapping 7,, from C into E
by

Tox = BpSx+ (1 —B,)Tx,

for all x € C. Then, {T,,} is a countable family of generalized nonexpansive mappings satisfying

the NST-condition with T = {S,T}.

Proof. See [22]. O

3. Main Results

Let C be a nonempty closed and convex subset of a uniformly smooth and uniformly convex
real Banach space with dual space E*. Let J be the normalized duality map on E and J, be the
normalized duality map on E*. Observe that under this setting, J~! exists and J~! = J,. With

these notations, we have the followung definitions.

Let C be a nonempty subset of a real normed space E with dual space E*.

Definition 3.1. Amap T : C — E* is called J.-closed if (J.oT) : C — E is a closed map, i.e., if

{x,} is a sequence in C such that x, — x and (J.oT )x, — y, then (J.oT )x =y.

Definition 3.2. A point x* € C is called a J-fixed point of T if Tx* = Jx*. The set of J-fixed
points of T will be denoted by F;(T).



422 CHARLES E. CHIDUME, EMMANUEL E. OTUBO, CHINEDU G. EZEA AND MARKJOE O. UBA

Definition 3.3. A map 7 : C — E* will be called quasi-¢-J-nonexpansive if F;(T) # 0, and
o(p,(J.oT)x) < ¢(p,x) for all x € C and for all p € F;(T).

Let C be a closed subset of a real Banach space E. Let {7, } and I" be two families of quasi-
¢-J-nonexpansive maps of C into E* such that N7, F;(7,) = F;(I') # 0, where F;(I") denotes

the set of common J-fixed points of I".

Definition 3.4. A sequence {7, } of maps from C to E* will be said to satisfy the NST-condition

with T if for each bounded sequence {x,} C C,

lim ||Jx, — Tyx,|| = 0= lim ||Jx, — Tx,|| =0, forevery T € T.
n—yo0 n—soo

We now prove the following theorem.

Theorem 3.5. Let C be a nonempty closed and convex subset of a uniformly smooth and
uniformly convex real Banach space E with dual space E* such that JC is closed and con-
vex. Let T, :C — E*,n=1,2,3,... be an infinite family of quasi-@-J-nonexpansive maps
and T be a family of J.-closed and quasi-@-J-nonexpansive maps from C to E* such that
N> Fi(T,) = Fj(T') # 0. Assume that {T,,} satisfies the NST-condition with . Let {x,} be

generated by:

x1=x€C;Cy=Qp=C,

y = J V(I xn + (1 — 00)J (JooTy)x),

(10) Co={u € Co1 N Q1 2 () < O (u50)},
On={ue€Cr1NQu_1:{x—xn,Jx, —Ju) >0},

Xn+1 = Rc,no,%,
foralln € Nyay, € (0,1) such that liminfoy, (1 — a,) > 0. Then, {x,} converges strongly to

R, (r)x, where R is the sunny generalized nonexpansive retraction of E onto F, 7(T).

Proof. The proof is given in 4 steps.
Step 1: We establish that the sequence {x,} is well defined. We begin by showing that JC,
and JQ, are closed and convex. First, we observe that since J is one to one, we have that

J(Qn-1NCpy—1) =JQn—1NJC,_1. From the definitions of JC, and JQ,,, it is easy to see that JQ,,
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and JC, are closed. We show they are convex. Proceeding by induction, given that JQy = J(Cy
is convex, assume that JQ,_| and JC,_| are convex. Let wi,w, € JQ, and A € [0,1]. Then,
there exist uy,uy € Q, such that w; = Ju; and wy = Juy. Set w = J '(Awy + (1 — A)w»). By
definition of JQ, we have that JQ,, C JO,,—1 NJC,_1. Hence by induction hypothesis, we have
that Awy + (1 — A)wy = Jw € J(Qy—1 N Cp—1). Furthermore, we have

(x—=xp,Jxy —JIW) = (x—xp,Jx,—Aw; — (1 —=2A)wo)

= Alx—x5,0x0 —Juy) + (1 — A){x — x, Jx, — Juz)

v

A-0+(1—1)-0=0.

Thus we have that w € Q,,, i.e., Aw; + (1 — A)wp € JQ,. Hence JQ, is convex. Observing that

the condition ¢ (u,u,) < ¢ (u,x,) is equivalent to
HanZ - HunHZ + 2<I/t,.]l/tn _an>7

and following similar arguement, we conclude that JC, is also convex.

Next, we show F;(I') C C,NQ,Vn € N. Since T), : C — E*,n=1,2,3, ... is an infinite family of

quasi-@-J-nonexpansive maps such that F;(I") # 0, let p € F;(I"). We compute as follows:

O(poun) = O(p,J " (OJxn+ (1= ) (Jo0T,)xn)

IA

0 [|1P11> = 2(p.Jxa) + (3] *] + (1 = 06) [||p[[* = 2(p, (J0T) )

+ [Tl ] = 061 — 0) (|0 — T (J0Txn) 32 )
= 00 (p,xn) + (1= )@ (p, (Jx0Tn)xn) — 0 (1 — )8 ([[Jxn — Tl ),
which yields
(1) O (p,un) < 9 (p,xn) = 0 (1= 06)g([[Jxn — Txanl]).
Hence, ¢ (p,u,) < ¢(p,x,)Vn € N so that
(12) F(T) € C¥n € N.

Now, we show F;(I') C C,NQ,Vn € N. We use induction. Since J is one-to-one, we have,

J(C,NQy) =JC,NJIQ, Vn e Nand so J(C,NQ,) is closed and convex Vn € N. By Lemma 2.5,
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C,NQ, is a sunny generalized nonexpansive retract of E. Clearly, F;(I') C CoN Qp. Assume
F;(T') C C,—1 N Qy—1 for some n € N. Take u € F;(I'). Then, u € C,—1 N Q,—1. Since x, =
Rc, no, % it follows from Lemma 2.6(i) that (x —x,,Jx, —Ju) > 0Vu € C,—; N Q1. Hence,

u € Q,. This implies,
(13) Fy(T') C Q,Vn e N.

From inclusions (12) and (13), we obtain that F;(I') C C, N Q,Vn € N. Hence, x,+1 := Rc,ng,*

is well defined.

Step 2. lim,_ ||X, — uy|| = 0.
We first prove that the sequences {x,},{u,}, and {T,x,} are bounded. From the definition of

Q,, and by Lemma 2.6(ii) we have that x, = Rg,x and

O (x,x,) = 0(x,Rp,x) < ¢ (x,u) — 9 (Rp,x,xn) < ¢(x,u) Vu € F;(T') C Q.

This implies that {¢(x,x,)} is bounded. Hence, {x,},{u,}, and {T,x,} are bounded. Since
Xnt1:=Rec,n0,x € ChNQy, and x,, = Ry, x, we have from Lemma 2.6(ii) that ¢ (x,x,) < ¢ (x,x,41) Vn €
N. So, limy—e¢ (x,x,) exists. Using Lemma 2.6(ii) and x,, = Ry, x, we obtain that for arbitrary

positive integers m,n, m > n,

O (Xn,Xm) = 9(Ro,X%,%m) < @(x,%m) — @ (x,Rg,X)

(14) = ¢(x,xm) — O (x,x,) = 0as m,n— co.

Hence, limy, m—oo® (Xn,%,) = 0. By Lemma 2.8, we conclude that ||x,, —x,,|| = 0,n — c. Hence,
{x,} is a Cauchy sequence in C, and so, there exists x* € C such that x, — x*. Observe that
Xnt+1 € QnNC, C C,. Hence, ¢ (x,,uy) < @ (xp,xn) — 0 as n — c. By Lemma 2.8, we have that

||Xn — un|| — 0 as n — oo, completing proof of Step 2.

Step 3: lim,, o |[Jx, — Tx,|| =0V T €T
Observe first that since J is uniformly continuous on bounded subsets of E, it follows from Step

2 that ||Ju, — Jx,|| — 0 as n — oo. From inequality (11) and for some constant M > 0, we obtain
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that:
o (1— O‘n)g(Han - Tnxn”) < (P(Paxn) - ‘P(Pa“n) < ZHPH-HJ”n _an” + ||”n _anM~
Using liminf oy, (1 — oy,) = a > 0, there exists ng € N:
a
0< 3 < oy (1 — o) for all n > ny.
Thus, we have

0< g(Han—Tnan) < 2||p|’-||J”n_an||+ ||”n_anMv” > ny.

N

Using step 2, and properties of g, we obtain that lim, e ||Jx, — Tyx,|| = 0. Since {T,};_,
satisfies the NST condition with I, we have that lim,,_,e ||Jx, — Tx,|| =0V T € I', completing

proof of Step 3.

Step 4: Finally, we prove x* = R, ).

From Step 3, we know that lim, e |[Jx, — Tx,|| =0V T € . Also, we have proved that
xp — x* € C. Assume now that (J.oT)x, — y*. Since T is Ji-closed, we have y* = (J.oT )x*.
Furthermore, by the uniform continuity of J on bounded subsets of E, we have: Jx, — Jx* and

J(JwoT)x, — Jy* as n — oo. Hence,
limp—yoo| [JXy — Txp|| = limy—oo||Jxp, — J(J0T )x4|| = 0,

which implies, ||Jx* —Jy*|| = ||Jx* = J(J.oT)x*|| = ||Jx* — Tx*|| = 0, and so, x* € F;(T"). From

Lemma 2.6(ii), we obtain that

(15) O (X, RE,r)x) < 0 (X, R, r)X) + @ (Rp )%, x7°) < ¢ (x,x7).

Again, using Lemma 2.6(ii), definition of x,;, and x* € F;(I') C C, N Q,, we compute as

follows:

P(x,xn1) < O(xX011) + @ (Xnt1, Ry (r)x)

= ¢(x,Rc,n0,%) + 0 (Re,no, X, RE(r)x) < ¢(x, R r)x).-



426 CHARLES E. CHIDUME, EMMANUEL E. OTUBO, CHINEDU G. EZEA AND MARKJOE O. UBA

Since x, — x*, taking limits on both sides of the last inequality, we obtain:

(16) ¢ (x,x) < 9 (x,Rp,(r)X)-

From inequalities (15) and (16), we obtain that ¢ (x,x*) = ¢ (x,Rg,)x). By the uniqueness of

Rp,(r), we obtain that x* = Rp,r)x. This completes proof of the theorem 0

4. Applications

We prove the following theorem in classical Banach spaces.

Theorem 4.1. Let E = L, 1y,0or W)'(Q),1 < p < oo, where W)'(Q) denotes the usual Sobolev
space. Let C be a nonempty closed and convex subset of E such that JC is closed and convex.
LetT,:C— E*,n=1,2,3,... be an infinite family of quasi-@-J-nonexpansive maps and I" be a
family of J.-closed and generalized J.-nonexpansive maps from C to E* such that 0;;_Fj(T,) =

Fi(T') # 0. Assume that {T,} satisfies the NST-condition with . Let {x,} be generated by:

;

x1=x€C;Cy=Qp=C,

Up = J (I xn + (1 — 0y I (Jo0T)xp),

(17) Co={ucCh1NOu_1:¢(u,uy) < O(xp,u)},
On={ucC_1NOy_1: {(x—xy,Jx—Ju) >0},

\ X,H.] = RCann'x7

forall n € N, € (0,1) such that liminf oy, (1 — &) > 0. Then, {x,} converges strongly to

Rp, X, where R is the sunny generalized nonexpansive retraction of E onto Fj(T').
Proof. E is uniformly smooth and uniformly convex. The result follows from Theorem 3.5. [J

Corollary 4.2. Let E =L, I,or W' (Q),1 < p < oo, where W}'(Q) denotes the usual Sobolev
space. Let C be a nonempty closed and convex subset of E such that JC is closed and convex.

Let T : C — E* be a quasi-¢-J-nonexpansive map such that Fy(T) # 0. Let {x,} be generated
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x1=x€C,Cy=Qo=C,

up = J (o Jx, + (1 — ay) I (J0T )x,),

(18) Co={uecCpr1NQn1:¢(uuy) <o(u,x,},
On={ueCr_1NQu_1:{x—2xy,Jx—Ju) >0,

[ Xnt1 =Rg,no,%,

forall n € Ny, € (0,1) such that liminfoy, (1 — @,) > 0. Then, {x,} converges strongly to

R, (r)x, where R is the sunny generalized nonexpansive retraction of E onto F, 7(T).

Proof. Again, E is uniformly smooth and unformly convex. Furthermore, set 7,, = T for all
n € N. Then, {7,} satisfies the NST-condition with {7 }. The conclusion follows from Theorem
4.1. 0

Remark 2. (see e.g., Alber and Ryazantseva, [4]; p. 36) The analytical representations of
duality maps are known in a number of Banach spaces. For instance, in the spaces I, L,(G)

and WS (G), p € (1,), p~ ! +¢~! = 1, respectively,

2— _ _
Jx = ||X||1,, Py ly, y={alP2x1, [xlP 2x, ..}, x = {x1,x2,...},

T = XNy € by y={a|? 23, 2! a0, x = {xx,
Jx = |IxlI7, 7 x(s)[P2x(s) € Ly(G), s € G,
Jlx= Hmiq—ﬂx(s)yﬂx(s) €L,(G), s€G, and
Jx = qugngp (=)D (|D%(5)[P2D%(s)) € W4, (G),m > 0,s € G.

|a[<m

Corollary 4.3. Let E = H, a real Hilbert space. Let C be a nonempty closed and convex
subset of H. Let T, : C — H,n = 1,2,3,... be an infinite family of generalized nonexpansive
maps and I" be a family of closed and generalized nonexpansive maps from C to H such that

Ny F(T,) = F(') # 0. Assume that {T,} satisfies the NST-condition with I. Let {x,} be
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generated by:

x1=x€C;Cy=Qp=C,

Un = OXn + (1 — Q) Ty X,
Co={u€Cr1NQOn1:|Ju—uy|| <llu—xl,

On= {u €C-1NOp—1: <x_xn;x_u> >0,

[ X1 = Feno,%,
foralln e N, a, € (0,1) such that liminf o4, (1 — 04,) > 0. Then, {x,,} converges strongly to Prx,

where P is the metric projection of E onto F(T').

Proof. In a Hilbert space, J is the identity operator and ¢ (x,y) = ||x — y||?> Vx,y € H. The result

follows from Theorem 3.5. [

Corollary 4.4. Let C be a nonempty closed and convex subset of a real Hilbert space H. Let

T : C — H be a quasi nonexpansive map such that F(T) # 0. Let {x,} be generated by:

(

x1=x€C;Co=Qp=C,
(19) Co={ucCpo1NQp_1:||u—unl| <|lu—x,ll,

On={uecC1NQy1:(x—x4,x—u) >0,

\ xn+] = PCann'x7
foralln e N, € (0,1) such that liminf o4, (1 — 04,) > 0. Then, {x,,} converges strongly to Prx,

where P is the metric projection of E onto F(T').

Proof. Set T, =T for all n € N. Then, {7, } satisfies the NST-condition with {7 }. The conclu-

sion follows from Corollary 4.3. 0

Remark 3. Theorem 3.5 is a complementary analogue of Theorem 1.1 in the sense that, while
in Theorem 1.1 the family {7,} maps from a subset C C E to the space E while in Theorem 3.5
the family {7},} maps from a subset C C E to the dual E*. Furthermore, in Hilbert spaces, both

theorems virtually agree and yield the same conclusion.

Remark 4. Corollary 4.4 is an improvement and extension of the result of Nakajo and Taka-

hashi [27], Martinez-Yanese and Xu [25], Qin and Su [30] in the following sense:
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e The algorithm of Corollary 4.4 is more efficient than that of Martinez-Yanese and Xu
[25] which requires more arithmetic at each stage to implement because of the extra
equation y, involved in the algorithm (2).

e Corollary 4.4 extends the results in Nakajo and Takahashi [27], Martinez-Yanese and Xu
[25] and, Qin and Su [30] from a nonexpansive self-map to a generalized nonexpansive

non-self map.
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