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Abstract. In this paper, we first construct a new iteration method for approximating fixed points of a class of weak

contractions in a Banach space and then prove strong convergence theorem of the proposed method under some

control conditions. It is shown that our iteration method converges faster than Noor iteration. Moreover, we give

some numerical example for comparing the rate of convergence between the Noor iteration and our iteration.
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1. Introduction and preliminaries

Fixed point theory plays very important role in nonlinear analysis and applications. It can

be applied to study the existence of various equations. In 2003, Berinde [1] introduced a new

type of contraction, called weak contraction, and proved a fixed point theorem for this type of

mappings in a complete metric space by showing that the Picard sequences converge strongly
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to its fixed point. Recently, there are many iterative methods using to approximate fixed points

of nonlinear mappings, such as Mann iteration, Ishikawa iteration and Noor iteration.

Let C be a nonempty closed convex subset of a Banach space X and T : C→C be a mapping.

A point x ∈C is a fixed point of T if T x = x.

The Mann iteration (see [2]) is defined by u0 ∈C and

(1) un+1 = (1−αn)un +αnTun

for all n ∈ N∪{0}, where {αn} is a sequence in [0,1].

For αn = 1, the iteration (1) called the Picard iteration.

The Ishikawa iteration (see [4]) is defined by s0 ∈C and

(2)


tn = (1−βn)sn +βnT sn

sn+1 = (1−αn)sn +αnTtn

for all n ∈ N∪{0}, where {αn},{βn} are sequences in [0,1]

The Noor iteration (see [5]) is defined by s0 ∈C and

(3)


rn = (1− γn)wn + γnTwn,

qn = (1−βn)wn +βnTrn,

wn+1 = (1−αn)wn +αnT qn

for all n ∈ N∪{0}, where {αn},{βn} and {γn} are sequences in [0,1].

It is easy to see that Mann iteration and Ishikawa iteration are special case of Noor iteration.

There are many papers have been concentrated on the iterative methods for approximating

of fixed points of nonlinear mappings, (see [2], [3], [4], [5]), but there are a few papers pay

attention on comparing the rate of convergence of those methods. In 2004, Berinde [6] provided

the following concept to compare the rate of convergence of the iterative methods.

Definition 1.1 [6] Let {an} and {bn} be two sequences of real number that converge to a and b

respectively, and assume that there exists

(4) ` = lim
n→∞

|an−a|
|bn−b|

(1) If `= 0, then it can be said that {an} converge faster to a than {bn} to b.
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(2) If 0 < ` < ∞, then it can be said that {an} and {bn} have the same rate of convergence.

Suppose the two fixed point iterations {xn} and {yn} converge to the same fixed point z of

a mapping T . By employing above concept of Berinde [6], we say that the sequence {xn}

converge faster than the sequence {yn} if

(5) lim
n→∞

|xn− z|
|yn− z|

= 0

Definition 1.2 Let C be a nonempty subset of a Banach space X . A mapping T is said to be

weak contraction if there exists L≥ 0 and δ ∈ (0,1) such that

(6) ‖T x−Ty‖ ≤ δ‖x− y‖+L‖y−T x‖ , for all x,y ∈C.

Definition 1.3 Condition (*) Let C be a nonempty subset of a Banach space X . A mapping

T : C→C is said to satisfy condition(*) if there exists L′ ≥ 0 and δ ′ ∈ (0,1) such that

(7) ‖T x−Ty‖ ≤ δ
′‖x− y‖+L′‖x−T x‖ , for all x,y ∈C.

Theorem 1.4 [7] Let C be a nonempty closed convex subset of a Banach space X, and T : C→C

be a weak contraction. Then F(T ) 6=∅. Moreover, the Picard iteration {xn} defined by xn+1 =

T xn for all n ∈ N∪{0} converges to a fixed point of T . Moreover, if T satisfies the condition

(*), then T has a unique fixed point.

Theorem 1.5 [8] Let C be a nonempty closed convex subset of a Banach space X, and T : C→C

be a weak contraction satisfying the condition (*) and let {αn},{βn} and {γn} are sequences

in [0,1] with ∑
∞
n=0 αn = ∞. Suppose {un},{sn} and {wn} are sequences generated by Mann

iteration (1), Ishikawa iteration (2) and Noor iteration (3), respectively. Then {un},{sn} and

{wn} converge strongly to a unique fixed point of T .

In this paper, we propose a new iteration method as the following :
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Let C be a nonempty convex subset of a Banach space X and T : C→C, be a mapping . The

iteration is defined by x0 ∈C and

(8)


zn = (1− γn)xn + γnT xn,

yn = (1−βn)T xn +βnT zn,

xn+1 = (1−αn)T zn +αnTyn

for all n ∈ N∪ {0}, where {αn},{βn} and {γn} are sequences in [0,1]. Then we prove the

convergence theorem of the proposed method for fixed point of weak contraction in a Banach

space, and also compare the rate of convergence between Noor iterations and our iterations.

2. Main results

Firstly, we prove the following convergence theorem of our iteration method defined in (8)

Theorem 2.1 Let C be a nonempty closed convex subset of a Banach space X, and T : C→C

be a weak contraction satisfying the condition (*). Let {xn} be a sequence generated by (8).

Suppose that ∑
∞
n=0 βnγn = ∞. Then {xn} converges strongly to a unique fixed point of T .

Proof. By Theorem 1.4, T has a unique fixed point, say p. By condition (*), we have

‖T xn− p‖ = ‖T xn−T p‖

= ‖T p−T xn‖

≤ δ
′‖p− xn‖+L′‖p−T p‖

≤ δ
′‖xn− p‖.

Similarly, we also have ‖Tyn− p‖≤ δ ′‖yn− p‖ and ‖T zn− p‖≤ δ ′‖zn− p‖ for all n∈N∪{0}.

These imply

‖xn+1− p‖ = ‖(1−αn)T zn +αnTyn− p‖

= ‖(1−αn)(T zn− p)+αn(Tyn− p)‖

≤ (1−αn)‖T zn− p‖+αn‖Tyn− p‖

≤ (1−αn)δ
′‖zn− p‖+αnδ

′‖yn− p‖,(9)
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‖zn− p‖ = ‖(1− γn)xn + γnT xn− p‖

= ‖(1− γn)(xn− p)+ γn(T xn− p)‖

≤ (1− γn)‖(xn− p)‖+ γn‖T xn− p‖

≤ (1− γn)‖(xn− p)‖+ γnδ
′‖T xn− p‖

≤ (1− γn + γnδ
′)‖xn− p‖(10)

and

‖yn− p‖ = ‖(1−βn)T xn +βnT zn− p‖

= ‖(1−βn)(T xn− p)+βn(T zn− p)‖

≤ (1−βn)‖(T xn− p)‖+βn‖T zn− p‖

≤ (1−βn)δ
′‖(xn− p)‖+βnδ

′‖zn− p)‖

≤ (1−βn)δ
′‖(xn− p)‖+βnδ

′(1− γn + γnδ
′)‖xn− p‖

= [(1−βn)δ
′+βnδ

′(1− γn + γnδ
′)]‖xn− p‖

= δ
′(1−βnγn +βnγnδ

′)‖xn− p‖(11)

By (9), (10) and (11) , we have

‖xn+1− p‖ ≤ (1−αn)δ
′‖zn− p‖+αnδ

′‖yn− p‖

≤ (1−αn)δ
′(1− γn + γnδ

′)‖xn− p‖

+αnδ
′(δ ′(1−βnγn +βnγnδ

′))‖xn− p‖

= [(1−αn)δ
′(1− γn + γnδ

′)

+αnδ
′
δ
′(1−βnγn +βnγnδ

′)]‖xn− p‖

= [(1−αn)(1− γn(1−δ
′))δ ′

+αnδ
′
δ
′(1−βnγn(1−δ

′))]‖xn− p‖
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≤ [(1−αn)(1−βnγn(1−δ
′))δ ′

+αnδ
′
δ
′(1−βnγn(1−δ

′))]‖xn− p‖

≤ [(1−αn)(1−βnγn(1−δ
′))

+αn(1−βnγn(1−δ
′))]‖xn− p‖

= [(1−βnγn(1−δ
′))(1−αn +αn)]‖xn− p‖

= (1−βnγn(1−δ
′))‖xn− p‖.(12)

Hence, we have

‖xn+1− p‖ ≤ (1−βnγn(1−δ
′))‖xn− p‖

...

≤
n

∏
k=1

(1−βkγk(1−δ
′))‖x1− p‖.

(13)

It implies that ‖xn+1− p‖→ 0. Hence, {xn} converge to p ∈ F(T ) as n→ ∞

Theorem 2.2 Assume X ,C,T are as in Theorem 2.1. Let {wn} and {xn} be sequence generated

by Noor iteration (3) and the iteration (8), respectively, with w1 = x1. Suppose that {αn},{βn}

and {γn} are sequences in [0,1] satisfying the following conditions:

(C1) ∑
∞
n=0 αn = ∞ and lim

n→∞
αn = 0,

(C2) ∑
∞
n=0 βnγn = ∞ and lim

n→∞
βnγn = a ∈ (0,1).

Then {xn} and {wn} converge strongly to a unique fixed point of T and moreover {xn} converges

faster than Noor iteration (3).

Proof. By Theorem 1.5, and Theorem 2.1, we obtain that {wn} and {xn} converge strongly to a

unique fixed point of T . By (13), we have

(14) ‖xn+1− p‖ ≤
n

∏
k=1

(1−βkγk(1−δ
′))‖x1− p‖, for all n ∈ N∪{0}.

By the inequality (2.4) of [6], we also have

(15) ‖wn+1− p‖ ≥
n

∏
k=1

(1−αk(1+δ
′))‖w1− p‖, for all n ∈ N∪{0}
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It follows by (14) and (15)

‖xn+1− p‖
‖wn+1− p‖

≤ ∏
n
k=1(1−βkγk(1−δ ′))‖x1− p‖

∏
n
k=1(1−αk(1+δ ′))‖w1− p‖

≤ an

where an =
∏

n
k=1(1−βkγk(1−δ ′))

∏
n
k=1(1−αk(1+δ ′))

.

Note that
an+1

an
=

1−βn+1γn+1(1−δ ′)

1−αn+1(1+δ ′)
.

By condition (C1) and (C2), we get

lim
n→∞

an+1

an
= 1−a(1−δ

′)< 1.

This implies by the ratio test that lim
n→∞

an = 0.

Hence , lim
n→∞

‖xn+1−p‖
‖wn+1−p‖ = 0, so we can conclude that the sequence {xn} converges faster than

{wn}.

Theorem 2.3 Assume X ,C,T are as in Theorem 2.1. Let {xn} and {wn} be sequences in The-

orem 2.2. Suppose that {αn},{βn} and {γn} are sequences in [0,1] satisfying the following

conditions:

(C3) ∑
∞
n=0 αn = ∞ and ∑

∞
n=0 βnγn = ∞,

(C4) αn <
1

1+δ ′ , for all n ∈ N∪{0} and sup
n

(
1−βnγn(1−δ ′)

1−αn(1+δ ′)

)
< 1.

Then the sequence {xn} and {wn} converge strongly to a unique fixed point of T and moreover

{xn} converges faster than {wn}.

Proof. By Theorem 2.1 and Theorem 1.5, under the condition (C3), we know that {xn} and

{wn} converge strongly to a unique fixed point of T .

Using the same proof as in Theorem 2.2 together with the condition (C3) and (C4), we have

‖xn+1− p‖
‖wn+1− p‖

≤ ∏
n
k=1(1−βkγk(1−δ ′))

∏
n
k=1(1−αk(1+δ ′))

=
n

∏
k=1

(
1−βkγk(1−δ ′)

1−αk(1+δ ′)

)
≤

n

∏
k=1

η = η
n,
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where sup
n

(
1−βnγn(1−δ ′)

1−αn(1+δ ′)

)
< η < 1.

This implies that lim
n→∞

‖xn+1−p‖
‖wn+1−p‖ = 0. Thus the sequence {xn} converges faster than {wn}.

The following example shows that our iteration converges faster than Noor iteration.

Example 2.4 Let T : [0,1]→ [0,1] be defined by

T x =


x2

3 , if x ∈
[
0, 2

5

)
,

2x
5 + 1

2 , if x ∈
[2

5 ,1
]
.

It is easy to see that T is a weak contraction with δ = 1
2 , L= 3 and T also satisfying the condition

(*). The following table shows numerical experiment of Noor iteration and our iteration (8)

when γn =
1
2 ,βn = αn =

1
n and the initial point x0 = 0.3.

TABLE 1. Numerical experiment of Noor iteration and our iteration when the

initial point w0 = x0 = 0.3.

Noor iteration Our iteration

n wn |wn+1−wn| xn |xn+1− xn|

1 1.5398030648E-01 1.4601969352E-01 4.6011189844E-03 2.9539888102E-01

2 1.1660716637E-01 3.7373140112E-02 1.3272079746E-06 4.5997917764E-03

3 9.7699426091E-02 1.8907740282E-02 1.2232517822E-13 1.3272078522E-06

4 8.5792254624E-02 1.1907171467E-02 1.0910848394E-27 1.2232517822E-13
...

...
...

...
...

TABLE 2. Comparing the rate of convergence using Berinde idea with the initial

point w0 = x0 = 0.3.

Noor iteration Our iteration Convergence Rate

n wn xn
|xn−0|
|wn−0|

1 1.5398030648E-01 4.6011189844E-03 2.9881217212E-02

2 1.1660716637E-01 1.3272079746E-06 1.1381873137E-05

3 9.7699426091E-02 1.2232517822E-13 1.2520562619E-12

4 8.5792254624E-02 1.0910848394E-27 1.2717754583E-26
...

...
...

...



STRONG CONVERGENCE THEOREM OF A NEW ITERATIVE... 311

From Table 1 and Table 2, we can conclude the sequence {xn} generated by our iteration

converge to a fixed point of T faster than the sequence {wn} generated by Noor iteration.
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