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Abstract. In this paper, we introduce a viscosity iterative algorithm that approximates a common solution of con-

strained convex minimization problem, a generalized equilibrium problem involving averaged mapping and fixed

point problem of directed nonexpansive mapping. We prove the strong convergence of the proposed iterative algo-

rithm to a common solution that satisfies a variational inequality under some suitable conditions on the parameters.

It generalizes the familiar gradient-projection algorithm for convex minimization problem. This result improves

and extends some recent results in the literature.
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1. INTRODUCTION

Let H be a real Hilbert space and C be a nonempty closed convex subset of H. A mapping

T : C→C is said to be L−Lipschitzian mapping if for some L≥ 0, ‖T x−Ty‖ ≤ L‖x− y‖, for

all x,y ∈C. If L = 1, we say that T is a nonexpansive mapping, and if 0 ≤ L < 1, we say that

T is a contraction mapping. We say that T is firmly nonexpansive if 2T − I is nonexpansive, or

equivalently,

〈x− y,T x−Ty〉 ≥ ‖T x−Ty‖2 ∀x,y ∈C.

We say that T is α-averaged mapping for some α ∈ (0,1) (see Tian and Liu [24]), if there is a

nonexpansive mapping S : C→C such that T = (1−α)I+αS. We denote the fixed point set of

T by F(T ); that is, Fix(T ) = {x ∈C : T x = x}.

Definition 1.1. (see Xu [29], Browder and Petryshyn [7]) A mapping T : C→ C is said to be

monotone if

〈x− y,T x−Ty〉 ≥ 0 f or all x,y ∈C;

and is called ν-inverse strongly monotone (for short, ν-ism) for some ν > 0, if

〈x− y,T x−Ty〉 ≥ ν‖T x−Ty‖2 f or all x,y ∈C.

The monotone operators have been widely used to solve practical problems in various fields

such as optimization problems, traffic assignment problems, equilibrium problems, radiation

therapy, and so on. See [6, 9, 12, 14, 17, 26, 27, 29, 30, 31, 32, 33, 34] and references therein.

Let us discuss about the problems that motivated us to develop approximation techniques.

Let φ : C×C→ R be a bi-function. In 1994, Blum and Oettli [3] introduced an equilibrium

problem (EP) as the problem of finding u ∈C such that

(1.1) φ(u,v)≥ 0 for all v ∈C.

The set of solutions of (1.1) is denoted by EP(φ). An equilibrium problem theory has moti-

vated the study of problems which arise from image restoration, computer tomography, radia-

tion therapy treatment planning, economics, optimization, etc. In some systems, solutions of

equilibrium problems are also solutions of the fixed point problems of a nonlinear mapping.

Many researchers looked for common solutions to the equilibrium and fixed point problems
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of a system. Several authors, have studied existence and approximation of common solutions

of equilibrium and fixed point problems based on different relaxed monotonicity notions and

various compactness assumptions. To mention some, see Blum and Oettli[3], Bnouhachem

[4], Byrne[8, 9], Censor and Elfving [11], Moudafi[18], Zegeye et al. [35], and the references

therein.

Many researchers considered a generalized equilibrium problem (GEP) of finding z ∈C such

that

(1.2) φ(z,y)+ 〈Az,y− z〉 ≥ 0 for all y ∈C.

where A : C→ H is a monotone mapping. The set of solutions of (1.2) is denoted by EP(φ ,A);

that is, EP(φ ,A) = {z ∈ C : φ(z,y)+ 〈Az,y− z〉 ≥ 0 ∀y ∈ C}. In the case when A ≡ 0, GEP

reduces to EP. Numerous problems in physics, variational inequalities, optimization, minimax

problems, the Nash equilibrium problem in non cooperative games and economics reduce to

finding a solution of the GEP (1.2). See Moudafi and Thèra [17], Moudafi [18, 19], Xu [29],

Yazdi [30], Yazdi and Sababe [34], and the references therein.

The second problem of our interest is a constrained convex minimization problem

(1.3) minimize{g(x) : x ∈C},

where g : C→R is a convex function. We denote the set of solutions of the problem (1.3) by U.

The widely considered approximation method to solve these problems is the gradient projection

algorithm(GPA). If g is (Frechet) differentiable, then the GPA generates a sequence xn via the

following recursive formula:

(1.4) xn+1 = PC(xn−λn∇g(xn)) for all n≥ 0,

where x0 ∈C is an arbitrarily initial guess and the parameter λn are positive real numbers satis-

fying certain condition. The convergence of the algorithm in (1.4) depends on the behavior of

the gradient ∇g.

In 2010, Xu [28] proved the following

Theorem 1.2. If g : C→ R is a continuously differentiable convex function such that the gra-

dient ∇g is Lipschitz continuous with Lipschitz constant L > 0, and if the constrained convex



4 M. G. SANGAGO, T. T. DANA, W. W. KASSU

minimization problem is consistent, then for each λ ∈ (0,
2
L
), the sequence {xn} generated by

the gradient-projection algorithm (1.4) converges weakly to a solution of (1.3).

In 2011, Xu [29] proposed an explicit operator-oriented approach to the algorithm (1.4) us-

ing the concept of an averaged mapping. He gave his averaged mapping approach to the GPA

(1.4) and the relaxed gradient-projection algorithm. Moreover, he constructed a counter exam-

ple which showed that the algorithm (1.4) does not converge in norm in an infinite-dimensional

space and also presented two modifications of GPA which were shown to have strong conver-

gence (see Xu [26, 27, 29]).

Many mathematicians in the field discussed approximation of a common solution for the

three problems: fixed point problem for nonlinear mappings, generalized equilibrium problem,

and constrained convex minimization problems. Some of them considered approximation of

a common solution for combination of any two of them. Also many authors tried to develop

approximation techniques for individual problems by studying the characteristics of each prob-

lem. See Combettes and Hiristoaga [12], Jung [15], Peng and Yao [21], Plubtieg and Punpaeng

[22], Razani and Yazdi [23], Wang et al. [25], Yazdi [30], and their citations.

Let us discuss some of these results that are in line with our point of interest in this paper.

In 2007, Plibtieng and Punpaneng [22] introduced an iterative scheme for finding a common

element of the set of solutions of (1.1) and the set of fixed points of a nonexpansive mapping in

a Hilbert space as follows:

(1.5)


φ(un,y)+

1
rn
〈y−un,un− xn〉 ≥ 0 f or all y ∈ H,

xn+1 = αnγ f (xn)+(I−αnA)Sun, n≥ 1,

where φ : H×H→R is a bi-function, A is strongly positive bounded linear operator on H, S is

a nonexpansive self-mapping of H such that Fix(S)∩EP(φ) 6= /0, f is a contraction, γ > 0 is a

constant, {αn} ⊂ [0,1] and {rn} ⊂ (0,∞). They proved that the sequence {xn} defined in (1.5)

converges strongly to the unique solution of a certain variational inequality. In 2010, Wang et

al. [25] introduced the following composite iterative Scheme:
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(1.6)


φ(un,y)+

1
rn
〈y−un,un− xn〉 ≥ 0 f or all y ∈ H,

yn = αnγ f (xn)+(I−αnA)Tnun,

xn+1 = (1−βn)yn +βnTnyn n≥ 1,

where φ : H ×H → R is a bi-function, A is strongly positive bounded linear operator on H,

f is a contraction, {Tn} is a countable family of nonexpansive self-mappings of H such that
∞⋂

n=1

Fix(Tn)∩EP(φ) 6= /0, γ > 0 is some constant, x1 ∈H, {αn},{βn} ⊂ [0,1] and {rn} ⊂ (0,∞).

By imposing some strict conditions on the parameters, they proved that the sequence {xn}

generated by (1.6) converges strongly to a point in
∞⋂

n=1

Fix(Tn)∩EP(φ) 6= /0.

In 2012, Tian and Liu [24] studied the following explicit composite iterative scheme by the

viscosity approximation method for finding the common solution of an equilibrium problem

and a constrained convex minimization problem:

(1.7)


φ(un,y)+

1
rn
〈y−un,un− xn〉 ≥ 0 f or all y ∈C,

xn+1 = αn f (xn)+(1−αn)Tnun, n≥ 1,

where φ : C×C→ R is a bi-function, ∇g is an L-Lipschitzian mapping with L ≥ 0 such that

U ∩EP(φ) 6= /0, f is a contraction, x1 ∈C, {αn} ⊂ (0,1), {rn} ⊂ (0,∞), PC(I−λn∇g) = snI +

(1− sn)Tn, sn =
2−λnL

4
and {λn} ⊂ (0,

2
L
). They proved that the sequences {un} and {xn}

defined in (1.7) converge strongly to a point in U ∩ EP(φ) under certain conditions on the

parameters.

In 2020, Yazdi [31] introduced the following explicit composite iterative method for finding

the common solution of a generalized equilibrium problem and a constrained convex minimiza-

tion problem:

(1.8)


φ(un,y)+

1
rn
〈y−un,un− xn〉+ 〈Axn,y−un〉 ≥ 0 for all y ∈C,

xn+1 = αn f (xn)+(1−αn)Tnun, n≥ 1,

where φ : C×C→ R is a bi-function, ∇g is an L-Lipschitzian mapping with L ≥ 0 such that

U ∩EP(φ ,A) 6= /0, f : C→C is a contraction with the constant k ∈ [0,1) and A : C→C is an
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α− ism mapping, x1 ∈C, {αn}⊂ [0,1], {rn}⊂ [a,b]⊂ (0,2α), PC(I−λn∇g)= snI+(1−sn)Tn,

sn =
2−λnL

4
and {λn} ⊂ (0,

2
L
). The author proved that the sequences {xn} and {un} generated

by (1.8) converge strongly to q ∈ U ∩EP(φ ,A) under certain conditions, and showed that q

solves certain variational inequality.

In 2024, Yazdi and Sababe [34] proposed the two-layer iteration process defined as

(1.9)


x1 ∈C,

φ(un,y)+
1
rn
〈y−un,un− xn〉 ≥ 0 for all y ∈C,

xn+1 = αn f (xn)+(1−αn)Tun, n≥ 1,

where T : C→C is an α−strongly quasi-nonexpansive mapping such that I−T is demiclosed

at zero, φ : C×C→R is a bi-function such that Fix(T )∩EP(φ) 6= /0, f : C→C is a contraction

with the constant k ∈ [0,1,), {αn} ⊂ [0,1], and {rn} ⊂ (0,∞). The authors proved that the

sequences {xn} and {un} generated by (1.9) converge strongly to q ∈ Fix(T )∩EP(φ) under

certain conditions on the parameters.

Motivated and inspired by the above results, we propose a viscosity iterative scheme to ap-

proximate a common solution of fixed point problem of directed nonexpansive mappings, a

generalized equilibrium problem and a constrained convex minimization problem. Then, we

prove a strong convergence theorem which improves and extends recent results in the literature.

2. PRELIMINARIES

Let H be a real Hilbert space with inner product 〈., .〉 and norm ‖ · ‖. Weak and strong con-

vergences are denoted by ⇀ and→, respectively. We have the following well known facts from

the definition of norm and inner product on Hilbert spaces:

Lemma 2.1 (Khamsi and Kirk [16]). Let H be a real Hilbert space. Then for every x,y ∈ H

and λ ∈ (0,1)

‖x− y‖2 = ‖x‖2−‖y‖2−2〈x− y,y〉,(2.1)

‖λx+(1−λ )y‖2 = λ‖x‖2 +(1−λ )‖y‖2−λ (1−λ )‖x− y‖2.(2.2)

‖x+ y‖2 ≤ ‖x‖2 +2〈y,x+ y〉.(2.3)
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Let C be a nonempty closed convex subset of H. For any x ∈H, there exists a unique nearest

point in C, denoted by PC(x), satisfying

(2.4) ‖x−PC(x)‖= inf{‖x− y‖ : y ∈C}.

We say that PC is a metric projection of H onto C. Some of useful properties of projections are

gathered in the lemma below.

Lemma 2.2. ( Khamsi and Kirk [16], Cai et al. [10])

(a) For x ∈ H and z ∈C,

(2.5) z = PC(x) ⇐⇒ 〈x− z,z− y〉 ≥ 0 for all y ∈C.

(b) PC is a firmly nonexpansive mapping; that is,

(2.6) ‖PC(x)−PC(y)‖2 ≤ 〈PC(x)−PC(y),x− y〉 for all x,y ∈ H.

(c) PC satisfies,

(2.7) ‖x−PC(x)‖2 ≤ ‖x− y‖2−‖y−PC(x)‖2 for all x ∈ H, y ∈C.

The following lemmas are key in proving our main results.

Lemma 2.3 (Goebel and Kirk [13]). Let H be a real Hilbert space, C be a closed convex subset

of H and T : C→C be a nonexpansive mapping with F(T ) 6= /0. If {xn} is a sequence in C that

converges weakly to x, and if {xn−T xn} converges strongly to y, then (I−T )x = y.

Definition 2.4 (Blum and Oettli [3]). Let C be a nonempty closed convex subset of H. A bi-

function φ : C×C→ R is said to satisfy ”Condition A” if the following four conditions hold:

(A1) φ(x,x) = 0 for all x ∈C;

(A2) φ is monotone; that is, φ(x,y)+φ(y,x)≤ 0 for all x,y ∈C;

(A3) for each x,y,z ∈C,

lim
t↓0

φ(tz+(1− t)x,y)≤ φ(x,y);

(A4) for each x ∈C, y 7→ φ(x,y) is convex and weakly lower semi continuous.
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Lemma 2.5 (Blum and Oettli [3]). Let C be a nonempty closed convex subset of H and φ :

C×C→ R be a bi-function satisfying Condition A. Let r > 0 and x ∈ H. Then, there exists

z ∈C such that

(2.8) φ(z,y)+
1
r
〈y− z,z− x〉 ≥ 0 f or all y ∈C.

Lemma 2.6 (Combettes and Hirstoaga[12]). Assume that φ : C×C→R satisfies Condition A.

For r > 0 and x ∈ H, define a mapping Qr : H→C as follows:

Qrx = {z ∈C : φ(z,y)+
1
r
〈y− z,z− x〉 ≥ 0 f or all y ∈C}.

Then, the following hold:

(i) Qr is single-valued;

(ii) Qr is firmly nonexpansive; that is, for all x,y ∈ H

‖Qrx−Qry‖2 ≤ 〈Qrx−Qry,x− y〉;

(iii) F(Qr) = EP(φ);

(iv) EP(φ) is closed and convex.

Lemma 2.7 (Brezis [5], Byrne [9], Xu [29]). Let S,T,V,T1,T2 : H→ H be given mappings.

(i) T is nonexpansive if and only if I−T is
1
2

-ism.

(ii) If T is ν-ism, then for every γ > 0, γT is
ν

γ
-ism.

(iii) T is averaged if and only if I−T is ν-ism for some ν >
1
2

. In fact, for α ∈ (0,1), T is

α-averaged if and only if I−T is
1

2α
-ism.

(iv) If T = (1−α)S+αV for some α ∈ (0,1), S is averaged and V is nonexpansive , then

T is averaged.

(v) T is firmly nonexpansive if and only if the complement I−T is firmly nonexpansive.

(vi) If T = (1−α)S+αV for some α ∈ (0,1), S is firmly nonexpansive and V is nonexpan-

sive, then T is averaged.

(vii) If T1 is α1-averaged, and T2 is α2-averaged, where α1,α2 ∈ (0,1), then the composite

T1T2 is α-averaged, where α = α1 +α2−α1α2.
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Lemma 2.8 (Xu [28]). Let C be a nonempty closed convex subset of a real Hilbert space H.

Assume that g : H → R is a convex function whose gradient ∇g is an L-Lipschitzian mapping

with L ≥ 0. Assume that the constrained convex minimization problem in (1.3) is consistent.

Then

(i) ∇g is an
1
L
−inverse strongly monotone mapping (shortly

1
L

-ism).

(ii) For λ > 0, the mapping I−λ∇g is
λL
2
−averaged .

(iii) The composite PC(I−λ∇g) is (
2+λL

4
)-avereged for 0 < λ <

2
L
.

(iv) x∗ ∈C solves the minimization problem (1.3) if and only if x∗ ∈C solves the fixed point

equation

x∗ = PC(I−λ∇g)x∗,

where λ > 0 is any fixed positive number.

Lemma 2.9 (Yazdi [31]). Suppose C is a nonempty closed convex subset of a real Hilbert space

H, A is an α-inverse-strongly monotone mapping on C and 0 < r < 2α. Then, I − rA is a

nonexpansive mapping.

Lemma 2.10. (Yazdi [31]) Let C be a nonempty closed convex subset of a real Hilbert space H.

Let φ : C×C→ R be bi-function satisfying the conditions Condition A and B be an α-inverse-

strongly monotone mapping. Suppose {xn} is a bounded sequence in C and {rn} ⊂ [a,b] ⊂

(0,2α) is a real sequence. If un = Qrn(xn− rnBxn), then

‖un+1−un‖ ≤ ‖xn+1− xn‖+M|rn+1− rn|,

where M = sup{‖Bxn‖+
1
a
‖un+1− (xn+1− rn+1Bxn+1)‖ : n ∈ N}.

Lemma 2.11 (Aoyama et al. [1]). Assume that {an} ⊆ [0,∞), {γn} ⊆ [0,1], {µn} ⊆ [0,∞) and

{υn} ⊆ R such that

an+1 ≤ (1− γn)an + γnυn +µn.

Then the conditions
∞

∑
n=1

γn = ∞, limsup
n→∞

υn ≤ 0, and
∞

∑
n=1

µn < ∞, imply

lim
n→∞

an = 0.
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Lemma 2.12 (Naidu and Sangago [20]). Let C be a nonempty closed convex subset of a real

Hilbert space H, let ΠC denote the family of all contraction self mappings of C and suppose

T : C→ C is a nonexpansive mapping with Fix(T ) 6= /0. Then there is a unique mapping 4 :

ΠC→ Fix(T ) such that

limsup
n→∞

〈(I− f )4( f ),4( f )− xn〉 ≤ 0,

for any given f ∈ΠC and a bounded approximate fixed point sequence {xn} of T in C.

3. MAIN RESULTS

Let H be a real Hilbert space with inner product 〈., .〉 and the norm ‖ ·‖. Let C be a nonempty

closed convex subset of H. We introduce the following definition.

Definition 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. A mapping

T : C → C is said to be a directed nonexpansive mapping if it satisfies the following three

conditions:

(DNE1) T is a nonexpansive mapping;

(DNE2) Fix(T ) 6= /0; and

(DNE3) ‖T x− p‖2 ≤ ‖x− p‖2−‖x−T x‖2 for every x ∈C, for every p ∈ Fix(T ).

Obviously, every firmly nonexpansive mapping with nonempty fixed point set is a directed

nonexpansive mapping. There are nonexpansive mappings that are not directed nonexpansive.

For instance the mapping T : BH → BH (where BH = {x ∈H : ‖x‖ ≤ 1}) defined by T x =−x is

nonexpansive, but not directed nonexpansive mapping. Lemma 2.2 and Lemma 2.6 imply that

the operators PC and Qr, respectively, are directed nonexpansive mappings.

Throughout this section we use the following assumptions.

(B1) Assume that g : C → R is a real-valued convex function whose ∇g is a Lipschitzian

mapping with Lipschitz constant L > 0. The solution set of the minimization problem

min{g(x) : x ∈C} is denoted by U ; that is,

(3.1) U = {z ∈C : g(z) = min
y∈C

g(y)}.
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Let {λn} be a sequence of positive real numbers in (0,
2
L
) such that

(3.2) PC(I−λn∇g) = (
2−λnL

4
)I +(

2+λnL
4

)Tn = γnI +(1− γn)Tn

where Tn : C→C is nonexpansive, and γn =
2−λnL

4
. Assume that lim

n→∞
γn = 0 (or alter-

natively, lim
n→∞

λn =
2
L

) and
∞

∑
n=1
|γn+1− γn|< ∞.

(B2) Let φ : C×C→ R be a bi-function satisfying Condition A, B : C→C an α-ism map-

ping. The solution set of the generalized equilibrium problem is denoted by EP(φ ,B);

that is,

(3.3) EP(φ ,B) = {z ∈C : φ(z,y)+ 〈y− z,Bz〉 ≥ 0 f or all y ∈C}.

(B3) Let f : C→C be a contraction mapping with contraction constant k ∈ [0,1).

(B4) Let S : C→C be a directed nonexpansive mapping with fixed point set Fix(S).

(B5) Σ =U ∩EP(φ ,B)∩Fix(S) 6= /0.

Now we introduce a viscosity approximation scheme for finding a common solution of the fixed

point problem of directed nonexpansive mapping S, the generalized equilibrium problem (3.3)

and the constrained convex minimization problem (3.1).

(3.4)



x1 ∈C,

φ(un,y)+
1
rn
〈y−un,un− xn〉+ 〈y−un,Bxn〉 ≥ 0 for all y ∈C,

vn = αnxn +(1−αn)Tnun

xn+1 = βn f (xn)+(1−βn)Svn, n≥ 1.

Now we state and prove a strong convergence theorem with some conditions on the parame-

ters.

Theorem 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H. Let

φ , g, ∇g, f , B, Tn and S be as defined in the assumptions (B1)-(B5). Suppose {αn}, {βn}

and {rn} are real sequences satisfying the following conditions:

{αn} ⊂ (0,1], lim
n→∞

αn = 0,
∞

∑
n=1

αn = ∞ and
∞

∑
n=1
|αn+1−αn|< ∞;(3.5)
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{βn} ⊂ (0,1], lim
n→∞

βn = 0,
∞

∑
n=1

βn = ∞ and
∞

∑
n=1
|βn+1−βn|< ∞;(3.6)

{rn} ⊂ [a,b]⊂ (0,2α) and
∞

∑
n=1
|rn+1− rn|< ∞.(3.7)

Then the sequences {xn}, {vn} and {un} defined by (3.4) converge strongly to q=PΣ f (q), which

solves the variational inequality:

(3.8) 〈q− f (q),y−q〉 ≥ 0, for all y ∈C.

Proof. We note that un = Qrn(xn− rnBxn) for n = 1,2, · · · . For p ∈ Σ, we note that

φ(p,y)+
1
rn
〈y− p, p− (I− rnB)(p)〉= φ(p,y)+ 〈y− p,Bp〉 ≥ 0, ∀y ∈C;

so that Qrn(p− rnBp) = p for each n = 1,2,3, · · · . We also have PC(I−λn∇g)p = p, Tn p = p,

and Sp = p.

Now we prove step by step.

Step 1. The sequences {xn}, {vn}, and {un} are bounded.

Let p ∈ Σ. It follows from Lemma 2.7, Lemma 2.9 and (3.4) that

‖vn− p‖ ≤ αn‖xn− p‖+(1−αn)‖Tnun− p‖

≤ αn‖xn− p‖+(1−αn)‖un− p‖

≤ αn‖xn− p‖+(1−αn)‖Qrn(I− rnB)(xn)−Qrn(I− rnB)(p)‖

≤ αn‖xn− p‖+(1−αn)‖xn− p‖

≤ ‖xn− p‖.(3.9)

Thus from (3.4) and (3.9) we get

‖xn+1− p‖= ‖βn f (xn)+(1−βn)Svn)− p‖

≤ βn‖ f (xn)− f (p)‖+βn‖ f (p)− p‖+(1−βn)‖vn− p‖

≤ kβn‖xn− p‖+βn‖ f (p)− p‖+(1−βn)‖xn− p‖

= (1− (1− k)βn)‖xn− p‖+(1− k)βn

[
1

1− k
‖ f (p)− p‖

]
≤max

{
‖xn− p‖, ‖ f (p)− p‖

1− k

}
(3.10)
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By induction it follows from (3.10) that

(3.11) ‖xn− p‖ ≤max
{
‖x1− p‖, ‖ f (p)− p‖

1− k

}
.

Hence {xn} is bounded, and consequently so are { f (xn)}, {Sxn}, {vn}, {un}, {Svn}, ‖PC(I−

λn+1∇g)un‖, ‖PC(I−λn+1∇g)xn‖ and {Tnun}.

Step 2. We prove that lim
n→∞
‖xn+1− xn‖= 0.

Put M1 = sup{max{‖xn‖,‖vn‖,‖un‖,‖ f (xn)‖,‖Tnun‖,‖Sxn‖,‖Svn‖} : n ∈ N}. For each n ∈ N,

it follows from (3.4) that

‖xn+2− xn+1‖ = ‖βn+1 f (xn+1)+(1−βn+1)Svn+1−βn f (xn)− (1−βn)Svn‖

≤ (1−βn+1)‖Svn+1−Svn‖+ |βn+1−βn|‖Svn‖

+βn+1‖ f (xn+1)− f (xn)‖+ |βn+1−βn|‖ f (xn)‖

≤ (1−βn+1)‖vn+1− vn‖+βn+1k‖xn+1− xn‖+2M1|βn+1−βn|(3.12)

On the other hand, for each n ∈ N,

‖vn+1− vn‖ = ‖αn+1xn+1 +(1−αn+1)Tn+1un+1−αnxn− (1−αn)Tnun‖

≤ αn+1‖xn+1− xn‖+ |αn+1−αn|‖xn‖

+(1−αn+1)‖Tn+1un+1−Tnun‖+ |αn+1−αn|‖Tnxn‖

≤ (1−αn+1)‖Tn+1un+1−Tnun‖+αn+1‖xn+1− xn‖+2M|αn+1−αn|

≤ (1−αn+1) [‖un+1−un‖+‖Tn+1un−Tnun‖]

+αn+1‖xn+1− xn‖+2M1|αn+1−αn|(3.13)

It follows from (3.2) that

‖Tn+1un−Tnun‖ = ‖PC(I−λn+1∇g)− γn+1I
1− γn+1

un−
PC(I−λn∇g)− γnI

1− γn
un‖

≤ ‖4PC(I−λn+1∇g)
2+λn+1L

un−
4PC(I−λn∇g)

2+λnL
un‖

+‖2−λn+1L
2+λn+1L

un−
2−λnL
2+λnL

un‖
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= ‖4(2+λnL)PC(I−λn+1∇g)un−4(2+λn+1L)PC(I−λn∇g)un

(2+λn+1L)(2+λnL)
‖

+
4L|λn+1−λn|

(2+λn+1L)(2+λnL)
‖un‖

≤ 4L|λn+1−λn|‖PC(I−λn+1∇g)un‖
(2+λn+1L)(2+λnL)

+
4L|λn+1−λn|

(2+λn+1L)(2+λnL)
‖un‖

+
4(2+λn+1L)‖PC(I−λn+1∇g)un−PC(I−λn∇g)un‖

(2+λn+1L)∗ (2+λnL)

≤ |λn+1−λn|[L‖PC(I−λn+1∇g)un‖+4‖∇g(un)‖+L‖un‖]

≤ M2|λn+1−λn|,(3.14)

where M2 = sup
n∈N

[L‖PC(I−λn+1∇g)un‖+4‖∇g(un)‖+L‖un‖]. From Lemma 2.10 we have

(3.15) ‖un+1−un‖ ≤ ‖xn+1− xn‖+M3|γn+1− γn|

where M3 = sup{‖Bxn‖+
1
a
‖un+1−xn+1‖ : n∈N}. For M = max{M1,M2,M3}, it follows from

(3.13), (3.14) and (3.15) that

(3.16) ‖vn+1− vn‖ ≤ ‖xn+1− xn‖+2M (|αn+1−αn|+ |λn+1−λn|+ |γn+1− γn|) .

From (3.12) and (3.16) we get

‖xn+2− xn+1‖ ≤ (1−βn+1(1− k))‖xn+1− xn‖+2M|βn+1−βn|

+2M(1−βn+1)(|αn+1−αn|+(1−αn+1)(|λn+1−λn|+ |γn+1− γn|))

≤ (1−βn+1(1− k))‖xn+1− xn‖+2M|βn+1−βn|

+2M (|αn+1−αn|+ |λn+1−λn|+ |γn+1− γn|)

−2Mβn+1 (|αn+1−αn|+(1−αn+1)(|λn+1−λn|+ |γn+1− γn|)

+2M [|βn+1−βn|+ |αn+1−αn|+ |λn+1−λn|+ |γn+1− γn|]

≤ (1−an+1)‖xn+1− xn‖+an+1µn+1 +χn+1,(3.17)

where

an+1 = βn+1(1− k),

µn+1 =
2M

1− k
[|βn+1−βn|− |αn+1−αn|− |λn+1−λn|− |γn+1− γn|]
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χn+1 = 2M [|βn+1−βn|+ |αn+1−αn|+ |λn+1−λn|+ |γn+1− γn|] .

Then it follows from Assumptions on (B1), (3.5), (3.6) and (3.7) that limsup
n→∞

µn ≤ 0,
∞

∑
n=1

an =

(1− k)
∞

∑
n=1

βn = ∞, and
∞

∑
n=1

χn < ∞. Thus it follows from (3.17) and Lemma 2.11 that

(3.18) lim
n→∞
‖xn+1− xn‖= 0.

Step 3. In this step we prove lim
n→∞
‖xn−un‖= 0.

Let p ∈ Σ. Then it follows from Lemma 2.6 that

‖un− p‖2 = ‖Qrn(xn− rnBxn)−Qrn(p− rnBp)‖2

≤ ‖xn− rnBxn− p+ rnBp‖2

= ‖xn− p‖2 + r2
n‖Bxn−Bp‖2−2rn〈xn− p,Bxn−Bp〉

≤ ‖xn− p‖2 + rn(rn−2α)‖Bxn−Bp‖2.(3.19)

Then it follows from Lemma 2.1, (3.4) and (3.19) that

‖vn− p‖2 = ‖αnxn +(1−αn)Tnun− p‖2 = ‖(Tnun− p)+αn(xn−Tnun)‖2

= ‖Tnun− p‖2 +α
2
n‖xn−Tnun‖2 +2αn〈xn−Tnun,Tnun− p〉

≤ ‖un− p‖2 +α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖Tnun− p‖

≤ ‖xn− p‖2 + rn(rn−2α)‖Bxn−Bp‖2 +α
2
n‖xn−Tnun‖2

+2αn‖xn−Tnun‖‖un− p‖.(3.20)

We get from (3.4) that

‖xn+1− p‖2 = ‖βn f (xn)+(1−βn)Svn− p‖2 = ‖(Svn− p)+βn( f (xn)−Svn)‖2

= ‖Svn− p‖2 +β
2
n ‖ f (xn)−Svn‖2 +2βn〈Svn− p, f (xn)−Svn〉

≤ ‖vn− p‖2 +β
2
n ‖ f (xn)−Svn‖2 +2βn ‖Svn− p‖‖ f (xn)−Svn‖(3.21)

It follows from (3.4), (3.20) and (3.21) that

rn(2α− rn)‖Bxn−Bp‖2 ≤ ‖xn− p‖2−‖xn+1− p‖2
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+β
2
n ‖ f (xn)−Svn‖2 +α

2
n‖xn−Tnun‖2

+2βn ‖Tnun− p‖‖ f (xn)−Svn‖

+2αn‖xn−Tnun‖‖un− p‖

≤ (‖xn− p‖+‖xn+1− p‖)(‖xn+1− xn‖)

+β
2
n ‖ f (xn)−Svn‖2 +2βn ‖Tnun− p‖‖ f (xn)−Svn‖

+α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖un− p‖.(3.22)

From (3.5), (3.6), (3.7), (3.18) and (3.22), we get

(3.23) lim
n→∞
‖Bxn−Bp‖= 0.

By Lemma 2.1 and Lemma 2.6 we get

‖un− p‖2 = ‖Qrn(xn− rnBxn)−Qrn(p− rnBp)‖2

≤ 〈(xn− rnBxn)− (p− rnBp),un− p〉

=
1
2
(
‖xn− rnBxn− (p− rnBp)‖2 +‖un− p‖2)

−1
2
‖(xn−un)+ rn(Bxn−Bp)‖2

≤ 1
2
‖xn− p‖2 +

1
2
‖un− p‖2− 1

2
‖xn−un‖2

+rn〈xn−un,Bxn−Bp〉− 1
2

r2
n‖Bxn−Bp‖2

≤ 1
2
‖xn− p‖2 +

1
2
‖un− p‖2− 1

2
‖xn−un‖2

+rn ‖xn−un‖‖Bxn−Bp‖− 1
2

r2
n‖Bxn−Bp‖2.(3.24)

It follows from (3.24) that

‖un− p‖2 ≤ ‖xn− p‖2−‖xn−un‖2− r2
n‖Bxn−Bp‖2

+2rn ‖xn−un‖‖Bxn−Bp‖ .(3.25)

By similar argument we obtain

‖vn− p‖2 = ‖Tnun− p‖2 +α
2
n‖xn−Tnun‖2 +2αn〈xn−Tnun,Tnun− p〉
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≤ ‖un− p‖2 +α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖un− p‖.(3.26)

We get from (3.25) and (3.26) that

‖vn− p‖2 ≤ ‖xn− p‖2−‖xn−un‖2− r2
n‖Bxn−Bp‖2

+2rn ‖xn−un‖‖Bxn−Bp‖+α
2
n‖xn−Tnun‖2

+2αn‖xn−Tnun‖‖un− p‖.(3.27)

Finally from (3.4) we have

‖xn+1− p‖2 = ‖βn( f (xn)−Svn)+(Svn− p)‖2

≤ ‖vn− p‖2 +β
2
n ‖ f (xn)−Svn‖2 +2βn ‖ f (xn)−Svn‖‖vn− p‖ .(3.28)

It follows from (3.27) and (3.28) that

‖xn+1− p‖2 ≤ ‖xn− p‖2−‖xn−un‖2− r2
n‖Bxn−Bp‖2

+2rn ‖xn−un‖‖Bxn−Bp‖+α
2
n‖xn−Tnun‖2

+2αn‖xn−Tnun‖‖un− p‖+β
2
n ‖ f (xn)−Svn‖2

+2β ‖ f (xn)−Svn‖‖vn− p‖ .(3.29)

Now we get from (3.29) that

‖xn−un‖2 ≤ ‖xn− p‖2−‖xn+1− p‖2− r2
n‖Bxn−Bp‖2

+2rn ‖xn−un‖‖Bxn−Bp‖+α
2
n‖xn−Tnun‖2

+2αn‖xn−Tnun‖‖un− p‖+β
2
n ‖ f (xn)−Svn‖2

+2β ‖ f (xn)−Svn‖‖vn− p‖

≤ (‖xn− p‖+‖xn+1− p‖)‖xn+1− xn‖− r2
n‖Bxn−Bp‖2

+2rn ‖xn−un‖‖Bxn−Bp‖+α
2
n‖xn−Tnun‖2

+2αn‖xn−Tnun‖‖un− p‖+β
2
n ‖ f (xn)−Svn‖2

+2βn ‖ f (xn)−Svn‖‖vn− p‖ .(3.30)
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From (3.5), (3.6), (3.7), (3.18), (3.23) and (3.30), we have

(3.31) lim
n→∞
‖xn−un‖= 0.

Step 4. In this step we prove lim
n→∞
‖vn−Svn‖= 0.

By the k−contraction of f and directed nonexpansivity of S, we further derive that

‖xn+1− p‖2 = ‖βn( f (xn)−Svn)+(Svn− p)‖2

≤ ‖Svn− p‖2 +β
2
n ‖ f (xn)−Svn‖2 +2βn ‖ f (xn)−Svn‖‖vn− p‖

≤ ‖vn− p‖2−‖vn−Svn‖2 +β
2
n ‖ f (xn)−Svn‖2

+2βn ‖ f (xn)−Svn‖‖vn− p‖ .(3.32)

It follows from (3.27) and (3.32) that

‖xn+1− p‖2 ≤ ‖xn− p‖2−‖vn−Svn‖2−‖xn−un‖2

−r2
n‖Axn−Ap‖2 +2rn ‖xn−un‖‖Axn−Ap‖

+α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖un− p‖

+β
2
n ‖ f (xn)−Svn‖2 +2βn ‖ f (xn)−Svn‖‖vn− p‖ .(3.33)

It follows from (3.33) that

‖vn−Svn‖2 ≤ ‖xn− p‖2−‖xn+1− p‖2−‖xn−un‖2

−r2
n‖Axn−Ap‖2 +2rn ‖xn−un‖‖Axn−Ap‖

+α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖un− p‖

+β
2
n ‖ f (xn)−Svn‖2 +2βn ‖ f (xn)−Svn‖‖vn− p‖

≤ (‖xn− p‖+‖xn+1− p‖)‖xn+1− xn‖−‖xn−un‖2

−r2
n‖Axn−Ap‖2 +2rn ‖xn−un‖‖Axn−Ap‖

+α
2
n‖xn−Tnun‖2 +2αn‖xn−Tnun‖‖un− p‖

+β
2
n ‖ f (xn)−Svn‖2 +2βn ‖ f (xn)−Svn‖‖vn− p‖ .(3.34)
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We get from (3.5), (3.6), (3.7), (3.23), Step 2, Step 3 and (3.34) that

(3.35) lim
n→∞
‖Svn− vn‖= 0.

Step 5. In this step we prove lim
n→∞
‖un−Tnun‖= 0 and lim

n→∞
‖PC(I−

2
L

∇g)un−un‖= 0.

From the conditions (3.5), (3.6) and (3.7) on the parameters, we have

lim
n→∞
‖vn−Tnun‖= lim

n→∞
αn‖xn−Tnun‖= 0(3.36)

lim
n→∞
‖xn+1−Svn‖= lim

n→∞
βn‖ f (xn)−Svn‖= 0,(3.37)

Moreover, by the triangle inequality we have

‖un−Tnun‖ ≤ ‖un− xn‖+‖xn− xn+1‖+‖xn+1−Svn‖

+‖Svn− vn‖+‖vn−Tnun‖(3.38)

Hence it follows from Step 2, Step 3, Step 4, (3.36), (3.37) and (3.38) that

lim
n→∞
‖un−Tnun‖= 0.(3.39)

Now we observe that for sn =
2−λnL

4
,

‖PC(I−λn∇g)un−un‖= ‖snun +(1− sn)Tnun−un‖= (1− sn)‖Tnun−un‖;

so that it follows from (3.39) that

lim
n→∞
‖PC(I−λn∇g)un−un‖= 0.(3.40)

We also observe that

‖PC(I−
2
L

∇g)un−un‖ ≤ ‖PC(I−
2
L

∇g)un−PC(I−λn∇g)un‖

+‖PC(I−λn∇g)un−un‖

≤ ‖(I− 2
L

∇g)un− (I−λn∇g)un‖+‖PC(I−λn∇g)un−un‖

≤ (
2
L
−λn)‖∇g)(un)‖+‖Tnun−un‖.(3.41)

Since lim
n→∞

λn =
2
L

and lim
n→∞
‖Tnun−un‖= 0, we conclude that

(3.42) lim
n→∞
‖PC(I−

2
L

∇g)un−un‖= 0.
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Step 6. For q = PΣ f (q), we prove that

(3.43) limsup
n→∞

〈 f (q)−q,xn−q〉 ≤ 0.

Let {uni} be a subsequence of {un} such that uni ⇀ z for some z ∈C and

limsup
n→∞

〈q− f (q),q−un〉= lim
i→∞
〈q− f (q),q−uni〉.

Since ∇g is
1
L

-ism, PC(I−
2
L

∇g) is a nonexpansive self mapping on C. Therefore, from (3.42)

and Lemma 2.3, we obtain

z = PC(I−
2
L

∇g)z,

and hence z ∈U. Because un = Qrn(xn− rnAxn), we can write

φ(un,y)+
1
rn
〈y−un,un− xn〉+ 〈Axn,y−un〉 ≥ 0 for all y ∈C.

Because φ satisfies Condition A, we get

〈Bxn,y−un〉+
1
rn
〈y−un,un− xn〉 ≥ φ(y,un) for all y ∈C.

In particular for the subsequence {uni}, we have

(3.44) 〈Bxni,y−uni〉+
1

rni

〈y−uni,uni− xni〉 ≥ φ(y,uni) for all y ∈C.

For t ∈ (0,1] and y ∈C, set yt = ty+(1− t)z. So, from (3.44) we obtain:

〈yt−uni,Byt〉 ≥ 〈yt−uni,Byt〉−〈Bxni,yt−uni〉

−〈yt−uni,
uni− xni

rni

〉+φ(yt ,uni)

= 〈yt−uni,Byt−Buni〉+ 〈yt−uni,Buni−Bxni〉

−〈yt−uni,
uni− xni

rni

〉+φ(yt ,uni).(3.45)

Because lim
i→∞
‖uni− xni‖= 0 and B is monotone, we have

lim
i→∞
‖Buni−Bxni‖= 0.(3.46)

〈yt−uni,Byt−Buni〉 ≥ 0 for all i = 1,2,3, · · ·(3.47)

Using (3.46) and (3.47), and letting i→ ∞ in (3.45), we get

(3.48) 〈yt− z,Ayt〉 ≥ φ(yt ,z).
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By Condition A and (3.48) we have

0 = φ(yt ,yt)≤ tφ(yt ,y)+(1− t)φ(yt ,z)

≤ tφ(yt ,y)+(1− t)〈yt− z,Byt〉

= tφ(yt ,y)+(1− t)t〈y− z,Byt〉.(3.49)

Hence we get from (3.49) that

0≤ φ(yt ,y)+(1− t)〈y− z,Byt〉.(3.50)

Letting t→ 0 in (3.50) and using Condition A, we have

0≤ φ(z,y)+ 〈y− z,Bz〉.

Since y is an arbitrary element of C, we conclude that

φ(z,y)+ 〈y− z,Bz〉 ≥ 0 for all y ∈C;(3.51)

and thus z ∈ EP(φ ,B).

Since uni ⇀ z, lim
n→∞
‖uni−xni‖= 0, and lim

n→∞
‖uni−Tniuni‖= 0, we have xni ⇀ z and Tniuni ⇀ z.

So that vni ⇀ z as well. By the demiclosedness of S at zero and from (3.35) we conclude that

z ∈ Fix(S). Therefore, z ∈ Σ. By Lemma 2.2

(3.52) 〈 f (q)−q,z−q〉 ≤ 0.

It follows from (3.52) that

(3.53) limsup
n→∞

〈 f (q)−q,un−q〉= lim
i→∞
〈 f (q)−q,uni−q〉= 〈 f (q)−q,z−q〉 ≤ 0.

Step 7. The sequences {xn}, {vn} and {un} converge strongly to q = PC f (q).

It follows from (3.4) and Lemma 2.1 that

‖xn+1−q‖2 = ‖βn f (xn)+(1−βn)Svn−q‖2

= ‖βn( f (xn)− f (q))+βn( f (q)−q)+(1−βn)(Svn−q)‖2

≤ β
2
n ‖ f (xn)− f (q)‖2 +(1−βn)

2‖Svn−q‖2

+2βn〈 f (q)−q,xn+1−q〉
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≤ β
2
n k2‖xn−q‖2 +(1−βn)

2‖xn−q‖2 +2βn〈 f (q)−q,xn+1−q〉

≤ (1−βn(1− k))‖xn−q‖2 +2βn〈 f (q)−q,xn+1−q〉(3.54)

Put an = ‖xn− q‖2, bn =
2

1− k
〈 f (q)− q,xn+1− q〉 and δn = βn(1− k). Then for each n =

1,2,3, · · · , we get from (3.54) that

an+1 ≤ (1−δn)an +δnbn.(3.55)

Then it follows from (3.6) and (3.53) that limsup
n→∞

bn ≤ 0, lim
n→∞

δn = 0 and
∞

∑
n=1

δn = ∞. Thus by

Lemma 2.11 and (3.55), we have

lim
n→∞
‖xn−q‖= 0.(3.56)

It follows from (3.56) that

lim
n→∞
‖un−q‖= 0.(3.57)

lim
n→∞
‖vn−q‖= 0.(3.58)

This completes the proof. �

Remark 3.3. q = PΣ f (q) is the unique fixed point of the mapping PΣ f . Moreover, q =4( f ) sat-

isfies Lemma 2.12 for the nonexpansive mapping S and for the approximate fixed point sequence

{xn}.

4. CONCLUSIONS

In our main theorem, we proposed an approximation scheme to find a common solution of a

constrained convex minimization problem, a generalized equilibrium problem, and a fixed point

problem of a directed nonexpansive mapping in a Hilbert space. The family of firmly nonexp-

nasive mappings is contained in the family of directed nonexpansive mappings, and the family

of directed nonexpansive mappings is contained in the family of nonexpansive mapping. We

introduced an approximation technique which is not a direct composite viscosity method. Many

authors considered composite iterative schemes to approximate solutions of any two problems

among the three or for both. Our methods of proof are mainly in line with the methodologies
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implemented by Cai et al. [10], Naidu and Sangago [20], Xu [26, 27, 28, 29], Yazdi [30, 31],

Yazdi and Sababe [33, 34].
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