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Abstract: A high-performance computation (HPC) is a very needed thing in the organization, researcher, or 

government to increase innovation of the products and services. This term belongs to parallel computation that can be 

realized by utilizing multi-threads of the processor. Memetic algorithm (MA) is a simple and powerful algorithm that 

can run parallel. In this work, we use the original memetic algorithm and a parallel memetic algorithm, so-called a 

high-performance memetic algorithm (HPCMA) for fingerprint identification, one of the biometric features in the 

human body. To generate a high-quality biometric identification system, we should pay attention to accuracy, speed 

up, endurance, and acceptance uses reasonable resources, and reliable to prevent criminalities. 
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1. INTRODUCTION 

1.1 HIGH-PERFORMANCE COMPUTATION 

A high-performance computation (HPC) themes include mathematic, analysis, optimization, 

modeling and programming, compiler, vector architecture, and parallelization [1]. HPC succeeded 

to solve several problems in pattern recognition [2][3][4]. 

Several popular computation techniques are Computer Cluster, Supercomputer, Grid Computing, 

and Cloud Computing then we call these are High-Performance Computation System[5]. To 

implement a parallel computation, we need high-end hardware that provides several processors, 

and also the right operating system to split the computation load to all the processors. Initially, this 

is an expensive system that is only found at the huge computer system as a supercomputer. 

Fortunately, parallel computation is now can be found at the ordinary computation. A high-

performance computation with parallel technique has been done massively to address the 

complexity of simulation, modeling, and data analytics quickly and effectively. 

1.2 BIOMETRIC 

Biometrics are special features of the human body. To identify an individual personally we can 

refer to the biometric, such as voice, face, retina, and fingerprint. Fingerprint identification of the 

most used biometric identification method [6][7]. The fingerprint is also the most studied biometric 

feature [8], and several algorithms have been proposed [9] for processing [10], classification [8], 

[11]. To reduce computation time when identifying, we should not compare the entire fingerprint 

with the classification method [12][13], and use the indexing algorithm [14][11], or use the parallel 

computation [15][16]. There are indexing algorithms to increase processing time proposed by 

[17][18] and [19]. The indexing method [17] is better than the other method [20][21][22]. 

For a reliable automatic fingerprint identification system, we need to pay attention to these several 

things [23]; precision refers to a lower error level rate to ensure accuracy and efficiency that refers 

to the lower identification time or time to find the proper fingerprint. 

1.3 MEMETIC ALGORITHM 

Memetic algorithm (MA) is a simple, flexible, and powerful algorithm [24][25] that generates 
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high-quality solutions in many challenging problems [26][27][28]. To reduce computation time in 

an optimization challenge that involves many variables, we need the right code and algorithm. 

This memetic algorithm is very useful in the data mining, such as classification for text analysis 

[29][30]; in the bio-medics such as DNA simulation [31][32]; in the computer networking [33][34]; 

feature selection [35]; molecular simulation [36]; quantum chemistry [37]; forecasting [38]; 

spectroscopic analysis [39]; geophysics analysis [40]; drugs invention [41]; genomic study [42], 

and many more. 

 

2. METHOD 

This work conducted with 3 personal computers with Intel i7 6600U 2.6 GHz 4 core (up to 2.8 

GB), 16GB RAM, SSD SanDisk M.2 2200 256GB for data learning logic background (HPCMA 

data learning); computer system with Intel i5 2540M 2.6 GHz 4 core, 16GB RAM, SSD Samsung 

850 EVO 500GB for java swing desktop or data learning interface MA (MA data learning); and 

computer system with Intel i5 2430M 2.4 GHz 4 core. 8GB RAM, Samsung SSD 860 EVO 250GB 

as a database server for data training and data learning. These 3 computers communicate with each 

other through network architecture. Figure 1 below is the flowchart of the data learning 

identification process. 

According to Figure 1, the process starts with a fingerprint image local search then converts to a 

string array and converts string array to binary code. The algorithm looks for appropriate binary 

code in the data training and compares with 100% similarity then saves the result in the temporary 

storage. Then the program divides binary code for similarity 90%, it means 5% for header, 90% 

for the body, and 5% for footer and program looks for appropriate binary code in the data training 

and compares with 90% similarity then save the result in the temporary storage. For similarity 

80%, 10% for header, 80% for the body, and 10% for the footer, the program looks for appropriate 

binary code in the data training and compares with 90% similarity then saves the result in the 

temporary storage. 

A similar process is conducted for similarity 70% and 60%, then we measure the total of data 
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training and save to the temporary storage, and show the result. Figure 2 below is the separation 

of fingerprint 100%, 90% body, 80% body, 70% body, and 60%. 

 

Figure 1. The flowchart of identification data learning 

In this work, we use fingerprint data from FVC2006 that consists of 7200 fingerprints image data 

and categorized into 4 types or groups; partial type, full type, full type with white boundary, full 

and unclear type. Figure 3, 4, 5, and Figure 6 is the type of fingerprint. 

 



5 

FINGERPRINT IDENTIFICATION WITH MA AND HPCMA 

 

 

Figure 2. Header, body, and footer illustration 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Partial fingerprint image 

Figure 4. Full fingerprint image 
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Then the fingerprint was divided into fifteen specimens. Each specimen consists of a group 

member of fingerprint types. Below, Figure 7, is the illustration of the specimen grouping and its 

members. 

 

 

 

 

 

 

 

Figure 5. Full fingerprint image with white boundary 

Figure 6. Full and unclear fingerprint image 
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Figure 7. Data groups and specimen 

The FVC2006 fingerprint dataset consists of 8 folders with a different characteristic fingerprint. 

From the 8 folders, we divide them into 4 folders that represent every fingerprint characteristic. 

Here are the folders: 

a. DB1_A consists of 1680 fingerprint image data and DB1_B consists of 120 fingerprints image 

data. We have 1800 fingerprint images in this folder and this is Group 1. 

b. DB2_A consists of 1680 fingerprint image data and DB2_B consists of 120 fingerprints image 

data. We have 1800 fingerprint images in this folder and this is Group 2. 

c. DB3_A consists of 1680 fingerprint image data and DB3_B consists of 120 fingerprints image 

data. We have 1800 fingerprint images in this folder and this is Group 3. 

d. DB4_A consists of 1680 fingerprint image data and DB4_B consists of 120 fingerprints image 

data. We have 1800 fingerprint images in this folder and this is Group 4. 

According to Figure 7, Group 1, 2, 3, and Group 4 are illustrated in one circle that consists of 1800 

fingerprint images, totally from these 4 folders we have 7200 fingerprints image files. 

The blue circle is used group in each specimen. The green circle is new off-springs from the 

crossover process, 4900 new off-springs in total. The purple circle is new off-springs from the 

swap or mutation process, 4900 in total, thus totally, at the end of the algorithm process, we have 

17000 fingerprints image files. 
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3. RESULT AND DISCUSSION 

The experiment is conducted by collecting a sample from data learning randomly from each 

specimen. For example, we use 1_1.bmp from folder DB2_A. With a memetic algorithm, for 100% 

similarity, we find 1 identical file in 5380 milliseconds, and with HPCMA for 100% similarity, we 

find 1 identical file in 261 milliseconds. To obtain the speed up from each specimen, we compare 

serial processing time from the memetic algorithm with a parallel processing time from HPCMA. 

For 1_1.bmp the speed up is 206.3602 milliseconds. 

For similarity 90%, with the memetic algorithm, we find 1 identical file in 291 milliseconds, and 

with HPCMA we find 1 identical file in 221 milliseconds, then the speedup is 2.357466 

milliseconds. For similarity 80% we find 1 identical file in 463 milliseconds with a memetic 

algorithm, and with HPCMA we find 1 identical file in 197 milliseconds, then the speedup is 

2.350254 milliseconds. 

For similarity 70% with the same sample file, we find 1 identical file in 405 milliseconds with a 

memetic algorithm, and with HPCMA we find 1 identical file in 176 milliseconds, then the speedup 

is 2.301136 milliseconds. For similarity 60% with the memetic algorithm, we find 1 identical file 

in 352 milliseconds, and with HPCMA we find 1 identical file in 148 milliseconds, then the 

speedup is 2.378378 milliseconds. Table 1 below shows the result of the experiment. 
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Table 1. Experiment result 

 

 

 

Spc. Folder File 

Memetic Algorithm (MA) HPCMA  Speed up HPCMA 

Time for each similarity (ms) 

File found 

Total time 

(ms) 

Time for each similarity (ms) 

File found 

Total time 

(ms) 

Similarity 

100% 90% 80% 70% 60% 100% 90% 80% 70% 60% 100% 90% 80% 70% 60% 

1 DB2_A 1_1.bmp 53860 521 463 405 352 1 55601 261 221 197 176 148 1 261 206.3602 2.357466 2.350254 2.301136 2.378378 

2 DB1_A 1_2.bmp 244 48 51 44 76 1 463 26 32 30 2 36 1 36 9.384615 1.5 1.7 22 2.111111 

3 DB2_A 1_2.bmp 58836 526 446 405 343 1 60556 266 234 213 186 160 1 266 221.188 2.247863 2.093897 2.177419 2.14375 

4 DB3_A 1_2.bmp 60093 469 409 360 296 1 61625 210 195 173 152 136 1 210 286.1571 2.405128 2.364162 2.368421 2.176471 

5 DB4_A 1_2.bmp 26761 271 252 214 194 1 27692 122 112 102 92 83 1 122 219.3525 2.419643 2.470588 2.326087 2.337349 

6 DB2_A 1_3.bmp 58882 506 477 398 352 1 60615 255 238 214 179 163 1 255 230.9098 2.12605 2.228972 2.223464 2.159509 

7 DB3_A 1_3.bmp 53516 463 435 379 310 1 55103 221 199 183 165 164 1 221 242.1538 2.326633 2.377049 2.29697 1.890244 

8 DB4_A 1_3.bmp 25062 256 235 212 180 1 25945 123 113 102 92 85 1 123 203.7561 2.265487 2.303922 2.304348 2.117647 

9 DB3_A 1_3.bmp 53516 463 435 379 310 1 55103 221 199 183 165 164 1 221 242.1538 2.326633 2.377049 2.29697 1.890244 

10 DB2_A 1_3.bmp 58882 506 477 398 352 1 60615 255 238 214 179 163 1 255 230.9098 2.12605 2.228972 2.223464 2.159509 

11 DB3_A 1_3.bmp 53516 463 435 379 310 1 25945 221 199 183 165 164 1 221 242.1538 2.326633 2.377049 2.29697 1.890244 

12 DB2_A 1_4.bmp 58496 526 479 420 353 1 60274 238 223 196 173 148 1 238 245.7815 2.358744 2.443878 2.427746 2.385135 

13 DB2_A 1_4.bmp 58496 526 479 420 353 1 60274 238 223 196 173 148 1 238 245.7815 2.358744 2.443878 2.427746 2.385135 

14 DB3_A 1_4.bmp 56395 481 413 356 331 1 57976 221 203 183 167 150 1 221 255.181 2.369458 2.256831 2.131737 2.206667 

15 DB4_A 1_4.bmp 22756 267 238 206 191 1 23658 137 122 113 93 83 1 137 166.1022 2.188525 2.106195 2.215054 2.301205 
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Table 2. Speed up and efficiency of each similarity 

 Speed Up (milliseconds)   
Number of  

Threads  

  Efficiency    

100%  90%  

Similarity  

80%  70%  60%  100%  90%  

Similarity  

80%  70%  60%  

206.3602  2.357466  2.350254  2.301136  2.378378  5  41.27203065  0.471493213  0.470050761  0.460227273  0.475675676  

9.384615  1.5  1.7  22  2.111111  5  1.876923077  0.3  0.34  4.4  0.422222222  

221.188  2.247863  2.093897  2.177419  2.14375  5  44.23759398  0.44957265  0.418779343  0.435483871  0.42875  

286.1571  2.405128  2.364162  2.368421  2.176471  5  57.23142857  0.481025641  0.47283237  0.473684211  0.435294118  

219.3525  2.419643  2.470588  2.326087  2.337349  5  43.8704918  0.483928571  0.494117647  0.465217391  0.46746988  

230.9098  2.12605  2.228972  2.223464  2.159509  5  46.18196078  0.425210084  0.445794393  0.444692737  0.43190184  

242.1538  2.326633  2.377049  2.29697  1.890244  5  48.43076923  0.465326633  0.475409836  0.459393939  0.37804878  

203.7561  2.265487  2.303922  2.304348  2.117647  5  40.75121951  0.453097345  0.460784314  0.460869565  0.423529412  

242.1538  2.326633  2.377049  2.29697  1.890244  5  48.43076923  0.465326633  0.475409836  0.459393939  0.37804878  

230.9098  2.12605  2.228972  2.223464  2.159509  5  46.18196078  0.425210084  0.445794393  0.444692737  0.43190184  

242.1538  2.326633  2.377049  2.29697  1.890244  5  48.43076923  0.465326633  0.475409836  0.459393939  0.37804878  

245.7815  2.358744  2.443878  2.427746  2.385135  5  49.15630252  0.471748879  0.48877551  0.485549133  0.477027027  

245.7815  2.358744  2.443878  2.427746  2.385135  5  49.15630252  0.471748879  0.48877551  0.485549133  0.477027027  

255.181  2.369458  2.256831  2.131737  2.206667  5  51.0361991  0.473891626  0.45136612  0.426347305  0.441333333  

166.1022  2.188525  2.106195  2.215054  2.301205  5  33.22043796  0.437704918  0.421238938  0.443010753  0.460240964  
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From table 1 above, we know the processing time from the memetic algorithm is slower than 

HPCMA. We also measure the speed up, which becomes one of the goals of parallel computation 

[43]. Table 2 below is a detail of the speedup and efficiency of HPCMA in each specimen and each 

similarity, and Figure 8 is a visualization of efficiency for each similarity. 

According to Table 2, for every similarity index, we use 5 threads in the data learning experiment. 

The efficiency of HPCMA is a comparison of speed up and threads number. From table 2, the 

efficiency from similarity 100% is bigger than the other similarities. 

 

 

Figure 8. Efficiency for each similarity 

 

The better identification process is when we obtain the smaller efficiency because it was more 

efficient to find the fingerprint in the database [23], thus the HPCMA is quite efficient to process 

these similarities.  
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Figure 9. speed up for every specimen in each similarity 

 

Figure 9 shows the speedup for every similarity, 100%, 90%, 80%, 70%, and 60%. For specimen 

1, speed up for similarity 100% is 206.3602 milliseconds, for similarity 90% is 2.357466 

milliseconds, for similarity 80% is 2.350254 milliseconds, for similarity 70% is 2.301136 

milliseconds, and the speed up for similarity 60% is 2.378378 milliseconds. The same thing 

occurred to specimen 2 to specimen 15, the higher similarity is higher speed up. 

 

4. CONCLUSION 

The identification process is related to the ability to find the similarities of the object. To obtain a 

high similarity index, in this work, we make a partition to the fingerprint image, header, body, and 

footer as illustrated in Figure 2, then design the similarity index in 100%, 90%, 80%, 70%, and 

60%, and measure the processing time of each similarity.  

From several experimental samples with memetic algorithm and HPCMA, generally in 100%, the 

processing time is longer than the other. The processing time of the memetic algorithm is 3345766 
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milliseconds and HPCMA is 72904 milliseconds. Based on the performance HPCMA is faster than 

the original MA and more efficient.   

In future work, we can train the model of memetic algorithm and HPCMA in many image data and 

in many platforms using GPU or raspberry. 
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