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Abstract: Rice is a staple food crop for most of the population in Indonesia. The need for food, such as rice, is 

increasing every year. However, in recent years, the low productivity is due to the prolonged dry season. Also, quality 

rice production can be influenced by several factors, such as the presence of pests and diseases that attack rice plants 

so that farmers have difficulty dealing with them. Most of the researchers have applied a measure with an intelligence-

based measurement; however, the obtained accuracy cannot achieve maximum. Therefore, in this research, a new 

approach was carried out using the Naive Bayes and PROMETHEE method to determine diseases and pests in rice 

that have been proposed to reduce the risk of errors and shorten the time in decision making. The contribution of this 

research is to identifying these problems, including the search for prior probability, conditional probability, posterior 

probability, and ranking that can use the Naive Bayes and PROMETHEE method to result the highest accuration value. 

So, this research can be use rapid decision making based on learning data. From the sample's data of the Agriculture 

Office of Lamongan Regency, East Java pointed out that 38 symptoms can cause 13 types of diseases and rice plants' 
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pests based on the learning process has 73.91% accuracy with k=3. Testing the system used data on pest and disease 

disturbances as many as 180 data and the data division using k is 4. It proves that the Naive Bayes and PROMETHEE 

method is able to give better results. 

Keywords: classification; diseases of rice; method; Naive Bayes classifier; PROMETHEE. 

2010 AMS Subject Classification: 93A30. 

 

1. INTRODUCTION 

Rice is one of the staple food for most Indonesians. The increase in food demand is 

directly proportional to the increase in the number of people[1]. Therefore, the Government 

of Indonesia is trying to increase the production of quality rice in large quantities. However, 

it is constrained by several factors, including rice plants, that require high rainfall because 

rainfall can determine the availability and adequacy of water during the rice growth phase[2]. 

Java Island is one of the largest rice-producing areas in Indonesia[3]. However, East Java, 

especially in the Lamongan area, has experienced a decline in rice production. This 

phenomenon is due to uncertain weather, a long drought that causes rice farmers to 

experience crop failure. Several previous studies have stated that the main factor of crop 

failure is not only the weather factor but also the number of rice plants that have been 

attacked by pests and diseases[4]. Pests and diseases are planted pest organisms that damage 

rice plants if they are not appropriately handled[5]. Therefore, farmers need a system that 

can early identify rice plants that have been attacked by diseases or pests to be overcome 

immediately. 

The development of information technology is increasingly fast and sophisticated. 

This has influenced the development of web applications, where the use of web applications 

is increasingly recognized by the wider community[6]. The development of web applications 

helps present information quickly and efficiently by accessing the internet through these 

applications. Meanwhile, the minimum information about rice with disease attacks as 

information is obtained by farmers in Lamongan. Rice farmers in Lamongan are still 

sometimes guessing about diseases or pests that attack their rice plants so that handling is 

slow. Therefore, this study is trying to design a web-based disease of rice determine system 
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to help rice farmers find the right solution based on the inputted symptoms and relevant for 

the active determine at a point in time. In this system's design, an expert system can provide 

alternative solutions in the diagnosis of diseases or pests in rice plants with both actively and 

dynamically performance. Additionally, an expert system is a computer-based system that 

can improve knowledge in the form of a knowledge base and a rule base to solve problems 

by presenting expert knowledge[7][8].  

Along with the development of research results in the field of clasification systems, 

several approaches have been proposed and produced by many researchers to classify and 

priority of alternative types of diseases in rice crops. Some researchers limited their work to 

detection only, while others cover the area of classification and priority level in handling. 

However, very little effort has been made to introduce based on classification model and 

dominant of attack ranking of rice diseases, such as diagnose system of rice plants using 

forward and backward chaining methods to diagnose diseases with 9 rule bases and 25 

symptoms have produced a 50% degree of certainty[9]. One of the most popular methods 

that have ever been published for classification is Naïve Bayes (NB). This classifier was 

done to classify and detect diseases and pests in plants. Naïve Bayes has approached a 

classification based on the maximum probability of trafficking objects. The research in 2014 

based on 12 datasets of eye diseases using the Naïve Bayes method has resulted in a 

percentage of suitability between expert system diagnosis and human expert by 70%[10]. 

Meanwhile, a research was conducted in 2019 to diagnose rice stress at a regional scale from 

satellite imagery using the Bayesian method has produced an accuracy of 70.57%[11]. The 

Naive Bayes method is a supervised learning method using simple statistical probability to 

produce decisions based on learning data[12][13]. This method has advantages as follows: 

simple, fast, and high accuracy. Preference Ranking Organization Method for Enrichment 

Evaluation method (PROMETHEE) is a Multi Crieteria Decision Making (MCDM) technique 

that is very easy to apply compared to other methods. while to determine the priority of attack 

on rice plants in this research use this method. PROMETHEE is one of the methods to 

determine the priority of Multicriteria Analysis[14]. This method used an priority method by 

giving weights to each criterion and produces the best priority output so as to provide 
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convenience in decision making in recommending better approval[15]. This method has 

advantages in processing alternative ranking using preference functions and different 

weights. And so this method can be used to choose the best alternative where there are many 

criteria by analyzing the scope of the criteria and the weights for these criteria[16].  

Therefore, this research has designed a system using the naive Bayes classifier method 

to determine diseases in rice plants and PROMETHEE is used to determine the priority of 

diseases that attack rice plants so that it affects decisions that can be taken by farmers to 

handle the affected rice and its can break the chain of spread to minimize failure harvest. The 

determine result depends on some process in this method, i.e., prior probability, conditional 

probability, posterior probability, classification, and priority preference of PROMETHEE 

method. Furthermore, at the classification stage have been produced the category label of 

diseases with the highest probability value and analyze criteria based on compared 

alternatives so that they can rank based on these values. The high probability values have 

results that can use rapid decision making based on learning data. Most of the researchers 

have ignored important process, as mentioned before[10][11][13], even though an 

intelligence-based measurement has applied; however, the obtained accuracy cannot achieve 

maximum and the development of PROMETHEE that can be used as an application-based 

decision support system is much better because it produces precise and accurate 

calculations[17]. 

In this case, we propose a model to improve the accuracy and information that has 

been published on the web system as an alternative solution to the priority process for 

classifying rice plant diseases. So, this problem is how to determine the decision-making 

model using PROMETHEE to provide recommendations for handling solutions from the 

results of the classification of diseases attacked in rice plants based on the NB probability 

value from the learning data. In this study, the classification of diseases in rice plants was 

carried out based on 38 symptoms and 13 types of diseases. As a result of disease 

classification in rice, we present an innovative approach for effective and dynamic crop 

management to achieve classification performance comparable to standard optimization 

procedures based on selected disease and symptom alternative data.  
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2. PRELIMINARIES 

A. Literature Review  

This section explored related works and references related about methods of determine 

systems for diseases in plants as follows, including Machine learning-based disease recognition 

problems can be broken down into two domains, namely detection, and classification[18]. Some 

researchers limit their work to detection only, while others cover the area of determine, 

classification and ranking. However, very little effort has been made to introduce machine 

learning-based food crop diseases, which have specifically focused on rice. Many methods have 

been developed to improve accuracies such as Simple Additive Weighting (SAW), K-Nearest 

Neighbor (K-NN), and Analytic Hierarchy Process (AHP) methods. However, not all methods are 

suitable implemented to quickly classificated diseases based on compared alternatives with criteria 

and improve accuracy. Inappropriateness in applying the classification method will cause 

mismatch results in classification. [7][18] developed an identification system to detect plant 

diseases based on dialogue and using Multi-Criteria Decision-Making techniques, namely hybrid 

of AHP and Sensitive SAW where missing attribute probabilities approach 40%. Furthermore, [19] 

discussed a system to identify various capsicum bacterial or fungal diseases using image 

processing techniques. This study utilized K-NN to classify 62 healthy or diseased paprika images 

and select the correct treatment for the disease and produced better crop production. The 

experiment achieved 64% of images are identified and classified as diseased and 48% of images 

are recognized and categorized classified healthy.  

Additionally, [20] examined the detection of infectious animal disease in France using 

Naïve Bayes (NB) and Support Vector Machine (SVM) classifiers. This experiment evaluated 545 

documents on African swine fever (ASF). This study produces a classification of ASF samples 

with NB slightly better than the SVM. Followed by research by [21] proposed a probabilistic 

programming technique to detect plant disease using the Bayesian deep learning method and 

measured the misclassification using uncertainty. The experiment obtained an outstanding 

performance. In addition to the NB method which has contributed, PROMETHEE is also able to 

select exemplary teacher candidates by producing higher accuracy than the two methods carried 

out separately[22]. The PROMETHEE method is a method that has the advantage of being able to 

make comparisons between individual elements. The PROMETHEE method is a method that has 

the advantage of being able to make comparisons between individual elements that are used as 
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decision making from several alternatives. The solution obtained is in the form of ranking leaving 

flow, entering flow and net flow. In this method, all declared parameters have a significant 

effect[23].     

B. Research Method 

Statistical reasoning can be used to solve the problem of uncertainty [24]. In this study, 

to clasified diseases in rice, learning data processing was carried out using the naive Bayes 

classifier method based on experts' learning process to produce the right grouping solution. 

Then the promethee method is used to determine the order (priority) in the analysis of the 

results of the classification of diseases that attack rice plants.  An overview of the disease 

detection system in rice using the NB and PROMETHEE methods can be seen in Figure 1. 

 

Figure 1. General Diagram of Rice Disease Classification System Using the NB and 

PROMETHEE Method 

A. Naive Bayes Method 

The Naive Bayes method is a probabilistic classification technique based on the Bayes 

theory and uses the assumption that there is no link between attributes in the classification 

proces[25][26]. Naive Bayes can be trained efficiently in supervised learning. This method's 

advantage is that it only requires a small amount of training data to estimate the variance 

parameter of the variables required for classification. Since independent variables are 

assumed, only the variation of each class's variables must be determined, not the entire 

covariance matrix[27]. Furthermore, Naive Bayes states that the presence or absence of a 

feature in a class is not related to the other features in the same class. Moreover, the stages 

of the Naive Bayes method to solve these problems as follows[28]:  

(a) Determine the prior value for each class by calculating the average for each class. The prior 

value is the value of the probability of occurrence of a disease in the training data based on 
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the required symptoms. This calculation is done by dividing the number of each disease by 

the total number of data in the training data, seen in Equation (1). 

(b) Determine the likelihood value for each class. The likelihood value is the value of the 

probability of the occurrence of a symptom against disease from the probability of symptoms 

affecting each disease. This calculation is conducted by dividing the number of symptoms 

present in each disease by the number of each disease, as in Equation (2). 

(c) Looking for the posterior value of each class using Equation (3). The posterior value is the 

final probability of each disease by multiplying the primary value by the likelihood value of 

each disease's symptom. 

(d) The results of class classification are done by comparing the posterior scores of the existing 

classes. The highest posterior value is selected as the result of the classification. 

𝑃 =
𝑥

𝐴
                                                                                                                                                    (1) 

𝐿 =
𝐹

𝐵
                                                                                                                                                     (2) 

P(H|E) =
P(H)  x  P(E|H)

𝑃(𝐸)
                                                                                                               (3) 

where P (H | E) is the probability of the data with class H vector, P(H) is the initial probability 

of class H or prior, and P(E | H) is the independent probability of class H of all the features in 

the vector E or likelihood. Using Bayes of the theorem, Equation (3), can be written as follows: 

𝑉𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑣𝑗∈𝑉
𝑃(𝑎1𝑎2…𝑎𝑛|𝑣𝑗)𝑃(𝑣𝑗)

𝑃(𝑎1𝑎2…𝑎𝑛)
                               (4) 

To count𝑃(𝑎1𝑎2 … 𝑎𝑛|𝑣𝑗)𝑃(𝑣𝑗) more difficult because the number of symptoms can be very 

large. Then it can add up all the symptom combinations multiplied by the number of categories. 

𝑃(𝑎𝑖|𝑣𝑗) =
𝑛𝑐+𝑚𝑝

𝑛+𝑚
                                      (5) 

where nc is the number of records in the learning data where v = vj and a = ai, p is 1 / the 

number of types of classes or diseases, m is the number of parameters or symptoms, n is the 

number of records in the learning data v = vj / each class. 

B. PROMETHEE Method 

PROMETHEE method is the Multi Criteria Decision Making (MCDM) technique that uses 

the criteria and weights of each criterion which is then processed to determine the selection of field 

alternatives, the results are sequentially based on their priorities. PROMETHEE is used to 
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determine and produce a decision from several alternatives by combining the data into one and 

given a weight value that has been obtained through previous assessments. PROMETHEE uses a 

weighted assessment for each criterion and produces the best priority output so as to make it easier 

for decision makers to provide better approval recommendations[29]. Steps for calculating the 

PROMETHEE method [30] to get the results of decisions in determining the priority of diseases 

that attack rice plants so that they can immediately get solutions and recommendations for handling 

them:  

(a) Determine some alternatives : (∀i| fi (.) → Ɍ [real world]), with basic rules: Max {f1 (x), 

f2 (x), f3 (x), …, fj (x), …,fk (x) | x ∈ Ɍ } with k is a set of alternatives, and fi (i = 1, 

2, …, k) is the value or relative measure of the criteria for each alternative. 

(b) Define some criteria: The value of f is the real value of a criterion, it can be seen in 

equation (6). 

𝒇: 𝑲 → 𝑹                                                            (6) 

For each alternative 𝒂 ∈ 𝒌, 𝒇(𝒂) is an evaluation of the alternative for a criterion. When 

two alternatives are compared 𝒂, 𝒃𝝐𝒌, the comparison of preferences must be 

determined. The rule of Knowledge are: 

• P(a,b) = 0, means there is no difference (indefferent) between a and b or there is no 

preference of a better than b. 

• P(a,b) ~ 0, means that the preference of a is better than b is weak 

• P(a,b) ~ 1, means that the preference of a is better than b is strong 

• P(a,b) = 1, it means that the preference of a is better than b is absolute 

(c) Determine the type of assessment, namely minimum and maximum 

(d) Define preference type : For each criterion the most suitable is based on the data and 

considerations of the decision matrix, such as seen in equatiion (7). There are six preference 

types (Usual, Quasi, Linear, Level, Quasi Linear and Gaussian). Normalize the decision 

matrix:  

𝑹𝒊𝒋  =
[𝑿𝒊𝒋 – 𝐦𝐢𝐧(𝐗𝒊𝒋)]

[𝐦𝐚𝐱(𝐗𝒊𝒋)–  𝐦𝐢𝐧(𝒙𝒊𝒋)]
                                                                                                             (7)   

(e)  Calculating preference value 

(f)  Calculating a multi-criteria preference index 
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(g) Calculation of Entering Flow, Leaving Flow and Net Flow. The value of Entering Flow is 

the number of those that have an approaching direction from a node. The Leaving Flow 

value is the opposite of the Entering Flow value. And Net Flow value is a complete 

assessment. Complete here is the assessment obtained from the Entering Flow value minus 

the Leaving Flow value. 

C. K-Fold Cross Validation 

The data training process using the NB and PROMETHEE methods goes through a k-

fold process as a form of evaluating the training results, then calculated using the k-fold cross 

validation method. In this method, the training data was evaluated by a number of k-subsets formed. 

The way the k-fold method works is by dividing the data a number of k, then iterating the test data 

on the training data as much as k subsets as well. The use of k-fold crossed validation to eliminate 

bias in the data. The preprocessed data were carried out by cross validation by dividing the data 

into training data and test data for the classification process. The test model was carried out 3 times 

and each data subset will have the opportunity as testing data or training data, as shown in Figure 

2. The next method used is z-score normalization. Z-score normalization is a normalization method based 

on the mean (average value) and standard deviation (standard deviation) of the data. This method is very 

useful if the minimum and maximum actual values of the data are not known, it can be seen in equation 

(10) [31].  

𝑚𝑒𝑎𝑛 =
∑ 𝑥𝑖

𝑁
                                                                                                                                                              (8) 

 𝑠𝑡𝑑𝑒𝑣 =   √
∑ 𝑥𝑖 − 𝜇2

𝑁
                                                                                                                                               (9) 

𝑧 =  
𝑥 − 𝑚𝑒𝑎𝑛

𝑠𝑡𝑑𝑒𝑣
                                                                                                                                                          (10) 

 

Figure 2. Ilustrasi 4 Fold Cross Validation 
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3. MAIN RESULTS 

A. Data Input 

Data is a representation of a fact, which is modeled in pictures, words, and numbers. 

The benefit of data is a unit of representation that can be remembered, recorded, and 

processed into information[32]. Data has two types, primary data, and secondary data. 

Primary data is carried out by direct interview with an expert in agriculture[33]. Meanwhile, 

this study's secondary data were six types of rice (IR36, IR64, Way Apo Buru, Ciherang, 

Cibogo, and Lusi), 13 types of diseases, and 38 types of symptoms from the Agriculture and 

Forestry Service of Lamongan Regency in 2020. The symptoms list is  shown in Table 1, 

whereas the diseases list is in Table 2.  

Table 1. Data of Symptoms For Rice 

Symptom 

Code 

Symptom And Diseases Symptom Code Symptom And Diseases 

S1 Attacking the midrib on rice S20 Stems filled with blackish 

liquid 

S2 Wither S21 Leaves Drying 

S3 Attacking the newly grown 

rice fruit 

S22 The rice leaves are dead 

S4 Attack on Sprouts S23 Leaves drooping 

S5 Rice seeds have brown spots 

but are still full 

S24 The roots have rotted 

S6 The rice seeds that were still 

sprouted were rotten 

S25 Attack all parts of the plant 

S7 Dead sprouts S26 Leaves become short 

S8 Mature rice is rotten and dry S27 The trunk becomes narrow 

S9 Some leaves attacked by pests S28 Rice plants turn yellowish-

green 

S10 Strikes the leaf-like a book at 

the tip 

S29 Stems become short 

S11 The ripening of the rice 

contents is hampered 

S30 The leaves become short 

S12 The item becomes empty or 

contains no 

S31 Grow many but small 

seedlings 

S13 Attack the rice leaf stalk S32 Less perfect plant growth 

S14 Attacking midrib that forms 

tillers 

S33 The leaves turn yellow and 

brown 

S15 The amount of grain 

decreased 

S34 The number of shoots is 

reduced 

S16 Grain quality is not good S35 Leaves become small 

S17 Attacking the rice-growing 

point 

S36 Rice seeds do not contain 

S18 Lines between the leaves 

bone   

S37 The leaf spots are getting 

wider 

S19 The rice stalks have blistered S38 Blackish spots on rice leaf 

midrib 
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Table 2. Diseases and Symptoms of Rice 

No Category Name of Diseases Types of Symptoms 

1 D1 Bacterial Leaf Blight S1, S2, S3, S4, S5, S6, S7, S17, S21 

2 D2 Blast S2, S8, S9, S10, S11, S12, S13, S17 

3 D3 Leaf midrib S1, S14, S15, S16, S17, S21 

4 D4 Fusarium S2, S13, S17, S23, S24 

5 D5 Leaf blight crackle S17, S18, S20, S21, S22 

6 D6 Dwarf S17, S25, S26, S27, S28, S29, S30, S31, S32 

7 D7 Tungro S17, S21, S22, S23, S25, S32, S33, S34 

8 D8 Stem Borer S5, S8, S12, S13, S17, S21 

9 D9 Brown planthopper S12, S17, S28, S29, S32, S38 

10 D10 Field mouse S7, S15, S16, S17, S34 

11 D11 False White Pests S2, S13, S17, S19, S35, S36 

12 D12 Striped Leaves S9, S10, S17, S18, S21, S22 

13 D13 Leaf Brown Spots S12, S17, S23, S26 

Based on the stages to complete the detection of diseases and pests in rice plants using the NB and 

PROMETHEE methods and, these steps are calculating new possibilities by searching and entering 

dataset as much as 180 data to be included in calculating NB and PROMETHEE methods.  

 

B. Testing With NB and PROMETHEE Methods 

After determining the alternatives and criteria, the steps to be taken were to determine the 

value of Prior Likelihood and Prior opportunities based on scoring by expert. This can be seen in 

Table 3. That carried out the determination the posterior value, this can also be seen in Table 4, 

which is the final stage of the NB method. After calculating the posterior value, the next step is to 

normalize the data used for the PROMETHEE process, which is shown in Table 5.  After the data 

was normalized, the next step is to evaluate the differences between one alternative and another, as 

shown in Table 6. After that, it performed the process of calculating the preference function, as in 

Table 7 and calculated the aggregate preference function by considering the weight of the criteria 

where the total weight for the criteria is 1, can be seen in Table 8. The next thing was to determine 

the value of leaving flow, entering flow, and next flow to rank each rice disease, can be seen in Table 

9. 
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Table 3. Probability Results of Data Training Based on Rice Type 

 Likelihood of Symptoms Of Rice Predictor Prior 

Probability Disease S12 S13 S17 S18 S21 S23 

D1 0,09091 0,038461 0,0625 0,08333 0,06896 0,04167 0,072222 

D2 0,03030 0,076923 0,09375 0,05555 0,10345 0,08333 0,083333 

D3 0,06061 0,115384 0,03125 0,1111 0,13793 0,04167 0,1 

D4 0,06061 0,07692 0,09375 0,05555 0,10345 0,08333 0,1 

D5 0,12121 0,07692 0,03125 0,05555 0,10345 0,08333 0,105555 

D6 0,09091 0,03846 0,125 0,08333 0,03448 0,08333 0,11111 

D7 0,09091 0,07692 0,09375 0,11111 0,06896 0,04167 0,12222 

D8 0,06061 0,11538 0,03125 0,08333 0,068965 0,125 0,12222 

D9 0,09091 0,03846 0,0625 0,08333 0,034482 0,08333 0,11667 

D10 0,09091 0,07692 0,09375 0,05555 0,068965 0,08333 0,13333 

D11 0,06061 0,03846 0,125 0,08333 0,034482 0,08333 0,13333 

D12 0,06061 0,07692 0,09375 0,05555 0,103448 0,08333 0,14444 

D13 0,09091 0,15384 0,0625 0,08333 0,068965 0,08333 0,16111 

Prior 0,18333 0,14444 0,1778 0,2 0,16111 0,13333  

 

 

Table 4. Posterior Probability Results 

Disease S12 S13 S17 S18 S21 S23 

D1 0,230769 0,07692 0,15385 0,23077 0,1538 0,07692 

D2 0,066666 0,1333 0,2 0,1333 0,2 0,1333 

D3 0,111111 0,16667 0,05556 0,2222 0,222222 0,0556 

D4 0,111111 0,11111 0,16667 0,1111 0,1667 0,1111 

D5 0,210526 0,10526 0,0526 0,10526 0,15789 0,1053 

D6 0,15 0,05 0,2 0,15 0,05 0,1 

D7 0,13636 0,09091 0,1364 0,18181 0,09091 0,04545 

D8 0,09090 0,13636 0,0454 0,13636 0,09091 0,1364 

D9 0,14285 0,04761 0,0952 0,14286 0,04762 0,0953 

D10 0,125 0,08333 0,125 0,0833 0,08333 0,0833 

D11 0,08333 0,04167 0,1667 0,125 0,04167 0,0833 

D12 0,07692 0,07692 0,11538 0,07692 0,1154 0,0769 

D13 0,10345 0,13793 0,06896 0,10345 0,0689 0,0689 

 

 



13 

CLASSIFICATION OF DISEASES FOR RICE PLANT 

Table 5. Normalisasi of Data 

 Criteria 

 C1 C2 C3 C4 C5 C6 

MAX 0,231 0,1667 0,167 0,231 0,222 0,1364 

MIN 0,067 0,0416 0,0451 0,077 0,0416 0,045 

D1 1 0,2821 0,894 1 0,6213 0,2644 

D2 0 0,733 1,275 0,3666 0,8769 0,9625 

D3 0,271 1 0,0833 0,944 1 0 

D4 0,271 0,555 1 0,222 0,692 0,6875 

D5 0,8766 0,5087 0,0592 0,184 0,6437 0,6151 

D6 0,5078 0,066 1,275 0,475 0,046 0,55 

D7 1,2219 0,3939 0,75 0,6818 0,2727 0 

D8 0,1477 0,7575 0 0,3864 0,2727 1 

D9 0,4643 0,0476 0,4107 0,4286 0,0329 0,4911 

D10 0,3554 0,333 0,656 0,0416 0,2307 0,3437 

D11 0,1015 0 1 0,3125 0 0,34375 

D12 0,0625 0,2821 0,577 0 0,4083 0,264 

D13 0,2241 0,7701 0,1939 0,1724 0,1512 0,16595 

 

Table 6. Evaluation of Alternative 

Alternative Criteria 

C1 C2 C3 C4 C5 C6 

(D1,D2) 1 -0,4513 -0,3807 0,6333 -0,2556 -0,62051 

(D1,D3) 0,7291 -0,7179 0,8108 0,0555 -0,3787 0,235 

(D1,D4) 0,7291 -0,2735 -0,1057 0,7777 -0,071 -0,376 

(D1,D5) -0,605 -0,2267 0,835 0,8157 -0,0224 -0,3117 

(D1,D6) -0,2369 0,2153 -0,380 0,525 0,5751 -0,2538 

(D1,D7) -0,3453 -0,1118 0,1442 0,3181 0,348 0,346 

(D1,D8) 0,72 -0,475 0,894 0,613 0,3485 -0,6538 

(D1,D9) 0,7576 0,234 0,4835 0,57142 0,58833 -0,2014 

(D1,D10) 0,8664 -0,0512 0,2379 0,958 0,3905 -0,0705 

(D1,D11) 0,3627 0,282 -0,1057 0,6875 0,6213 -0,0705 

(D1,D12) 0,40178 0 0,31730 1 0,21301 0 

(D1,D13) -0,1225 -0,4881 0,7002 0,8275 0,4701 0,0875 

.... ... ... ... ... ... ... 

(D13,D1) -0,7758 0,4880 -0,7002 -0,8275 -0,47010 -0,0875 

(D13,D2) 0,2241 0,0367 -1,0810 -0,19425 -0,72572 -0,70804 

(D13,D3) -0,0466 -0,22988 0,1106 -0,77203 -0,84880 0,14751 

(D13,D4) -0,0466 0,21455 -0,80603 -0,04981 -0,541114 -0,463601 

(D13,D5) -0,65251 0,2613 0,13475 -0,011796 -0,49253 -0,39927 

(D13,D6) -0,28367 0,70344 -1,08103 -0,30258 0,105039 -0,34137 

(D13,D7) -0,9978 0,3762 -0,5560 -0,50940 -0,121533 0,2586 

(D13,D8) 0,0764 0,0125 0,1939 -0,21394 -0,12153 -0,74137 

(D13,D9) -0,2401 0,7224 -0,2167 -0,25615 0,11823 -0,2889 

(D13,D10) -0,1313 0,4367 -0,4623 0,13074 -0,0795 -0,1580 

(D13,D11) 0,1225 0,7701 -0,806 -0,1400 0,1512 -0,158 

(D13,D12) 0,1616 0,4880 -0,382 0,17241 -0,25709 -0,0875 
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Table 7. Preference Function Calculation 

Alternative  

x1 x2 x3 x4 x5 x6 

(D1,D2) 1 0 0 0,63 0 0 

(D1,D3) 0,73 0 0,81 0,05 0 0,23 

(D1,D4) 0,7 0 0 0,77 0 0 

(D1,D5) 0 0 0,83 0,81 0 0 

(D1,D6) 0 0,21 0 0,52 0,57 0 

(D1,D7) 0 0 0,14 0,32 0,34 0,34 

(D1,D8) 0,72 0 0,89 0,61 0,34 0 

(D1,D9) 0,75 0,23 0,48 0,57 0,58 0 

(D1,D10) 0,86 0 0,23 0,95 0,39 0 

(D1,D11) 0,36 0,28 0 0,68 0,62 0 

(D1,D12) 0,40 0 0,31 1 0,21 0 

(D1,D13) 0 0 0,70 0,82 0,47 0,08 

.... ... ... ... ... ... ... 

(D13,D1) 0 0,48 0 0 0 0 

(D13,D2) 0,22 0,03 0 0 0 0 

(D13,D3) 0 0 0,11 0 0 0,14 

(D13,D4) 0 0,21 0 0 0 0 

(D13,D5) 0 0,26 0,13 0 0 0 

(D13,D6) 0 0,70 0 0 0,10 0 

(D13,D7) 0 0,37 0 0 0 0,25 

(D13,D8) 0,07 0,01 0,19 0 0 0 

(D13,D9) 0 0,72 0 0 0,12 0 

(D13,D10) 0 0,44 0 0,13 0 0 

(D13,D11) 0,12 0,77 0 0 0,15 0 

(D13,D12) 0,16 0,48 0 0,17 0 0 

 

Table 8. Weight of Criteria 

Alternatif x1 x2 x3 x4 x5 x6 

Bobot 0,10 0,13 0,25 0,20 0,21 0,11 

 Multi Criteria Preference Indicator 

 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 

D1  0,22 0,31 0,22 0,37 0,25 0,21 0,49 0,46 0,41 0,34 0,36 0,44 

D2 0,27  0,39 0,18 0,45 0,30 0,40 0,44 0,52 0,46 0,41 0,47 0,53 

D3 0,17 0,20  0,26 0,29 0,41 0,29 0,32 0,43 0,42 0,48 0,42 0,36 

D4 0,11 0,03 0,29  0,15 0,22 0,45 0,28 0,26 0,26 0,29 0,44 0,48 

D5 0,06 0,08 0,12 0,06  0,22 0,16 0,12 0,24 0,21 0,31 0,23 0,21 

D6 0,12 0,07 0,37 0,14 0,36  0,15 0,32 0,24 0,27 0,18 0,34 0,39 

D7 0,001 0,18 0,26 0,18 0,30 0,20  0,35 0,30 0,25 0,29 0,31 0,36 

D8 0,13 0,02 0,09 0,08 0,11 0,18 0,15  0,19 0,19 0,23 0,21 0,14 

D9 0,13 0,05 0,14 0,06 0,13 0 0,06 0,14  0,10 0,08 0,14 0,16 

D10 0,01 0,03 0,18 0,00 0,14 0,03 0,04 0,18 0,14  0 0,11 0,07 

D11 0,03 0,01 0,26 0,01 0,26 0 0,10 0,25 0,14 0,14  0,17 0,24 

D12 0 0,01 0,14 0 0,12 0,10 0,06 0,17 0,15 0,03 0,12  0,15 

D13 0,06 0,02 0,04 0,02 0,06 0,11 0,07 0,05 0,11 0,08 0,14 0,11  
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Table 9. List of LF Value, EF Value, And NF Value 

Clasification Result 

Leaving Flow Entering Flow Net Flow Rank 

D1 0,34463817 0,094896567 0,249741603 2 

D2 0,40758801 0,080477449 0,327110561 1 

D3 0,343088581 0,22059376 0,122494821 4 

D4 0,275681756 0,106417367 0,169264389 3 

D6 0,24974818 0,171760311 0,077987868 5 

D7 0,252543365 0,183613488 0,068929877 6 

 

The last trial was to find the accuracy for each disease class in rice plants using the k-fold 

cross validation method with k as much as 4. Based on the results of the confusion matrix in Table 

10, it is known that the Blast class has the highest accuracy of 73.91% and the Leaf blight crackle 

class. It has the lowest accuracy of 43.48%. This low accuracy is due to some data from the Leaf 

blight crackle class which are similar to the data from the Striped Leaves class. Furthermore, the 

Tungro and Dwarf classes get accuracy below 60%, which are 43.48% and 52.17%, respectively. 

The confusion matrix was used to determine the accuracy of each disease class in rice plants. From 

the test results, it shows a graph of each system accuracy for each k parameter, shown in Figure 3. 

Based on tests with variations in the highest accuracy k value i.e. when the value of k = 3 so that 

when tested with data validation the parameter is initialized equal to 3 of 73.91% in the Blast class.  

 

Table 10. Confusion Matrix 13 class 

Actual 

Class 

 

Predicted Class 

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 

D1 72,48 9,09 11,3 10,91 7,55 6,67 6,67 5,45 11,67 10 6,67 3,77 8,33 

D2 11,3 73,91 9,09 11,32 11,32 6.67 3.64 10.00 5,45 6.67 5,45 10,91 7,55 

D3 8,33 6,67 70,56 3,77 8,33 6,67 4,84 11,67 3,33 11.67 3.64 11,3 10 

D4 7,55 5,45 11,67 71,89 9,68 6,67 1,82 5,66 6,45 7,27 10.91 9,09 11,32 

D5 10 3.64 5,45 10.00 58,17 3,23 3,33 1,82 3,77 8,33 6,67 4,84 11,67 

D6 11,32 10.91 3,33 11,67 11,32 52,17 3,23 5 10,91 7,55 6,67 6,67 5,45 

D7 11,67 6,67 6,45 5,66 8,33 3.64 43,48 9,09 11,3 10 10 5,45 3,33 

D8 5,45 6,67 3,77 1,82 9,68 4,84 6.67 66,76 9,09 11,32 6.67 3.64 10.00 

D9 3,33 10 10,91 5 10,91 1,82 6,67 5,45 59,21 0 11.67 10.91 6.67 

D10 10.00 6.67 11,3 9,09 11,32 3,33 6,67 10.00 5,45 62,79 7,27 10 6.89 

D11 6.67 11.67 9,09 11,3 3,77 3,23 3,23 11,67 10.00 6,67 58,87 0 10.83 

D12 6.89 7,27 10,91 7,55 6,67 6,67 1,82 5,66 11,67 6.67 ,9,11 56,67 7.79 

D13 10.83 1,82 5,66 6,45 7,27 10.91 9,09 11,32 5,66 6,67 6,67 4,84 61,58 
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Figure 3. Accuracy Results of Classification of Diseases For Rice Plant 

 

4. CONCLUSIONS 

Based on the results of research with the calculation, Naive Bayes and PROMETHEE method 

was used to classify of rice plant diseases, the highest accuracy rate was 73.91% against 180 datasets 

with 38 symptoms and 13 types of diseases. Therefore, it can be concluded that based on the level 

of accuracy, the NB method modeling is better in the classification process and the PROMETHEE 

method is also able to carry out the ranking process so that decisions can be made in  helping rice 

farmers to provide handling solutions to reduce crop failure . 
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