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Abstract: The Covid-19 pandemic that has occurred since the end of 2019 has changed almost the entire order of the 

world community, including Indonesia, in terms of health, economic, social and cultural arrangements. Based on the 

initial study, it is known that the number of Covid-19 deaths in East Java in 2020 has a high variance in each 

district/city which will cause an over dispersion problem, to overcome this, regression can be used assuming the 

response variable has a negative binomial distribution. Therefore, in this study we determine theoretically a model 

estimate of the number of cases of Covid-19 deaths in East Java due to comorbidities using a nonparametric negative 

binomial regression (NNBR) model approach based on a penalized spline estimator which is applied to generalized 

additive model (GAM). In this study, we provided steps for a local scoring algorithm to estimate NNBR model based 

on penalized spline estimator. In the future, the theoretical results of this study can be applied to the real data namely 
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the number of Covid-19 death cases affected by comorbidities such as percentage of diabetes mellitus patients, 

percentage of hypertension over 15 years old patients, and percentage of tuberculosis patients.  

Keywords: comorbidities; Covid-19; nonparametric negative binomial regression; penalized spline estimator. 

2010 AMS Subject Classification: 62F10, 62G05, 62G08. 

 

1. INTRODUCTION 

The Covid-19 Handling Task Force stated that the percentage of deaths in Indonesia of 3.24 

percent was still relatively high when compared to the global percentage of 2.08 percent [1]. East 

Java Province is one of the most densely populated provinces in Indonesia which was once the 

province with the highest mortality rate of 7.2% because it was above the global death rate of 2.1% 

[2]. Therefore, it is hoped that the Indonesian government will prioritize suppression of Covid-19 

death cases, especially in East Java Province. According to the Deputy Chairperson of the IDI 

Executive Board, Adib Khumaidi, the high number of Covid-19 deaths was caused by 

co-morbidities [3]. Based on the type of comorbidities, hypertension and diabetes mellitus are 

among the highest ranks in Covid-19 cases in Indonesia with percentages of 50.1% and 34.8%, 

respectively [4]. The results of the study [5] showed that co-morbidities such as Tuberculosis can 

cause the risk of death in Covid-19 patients so that it has an impact on increasing cases of Covid-19 

deaths. Therefore, to determine how much influence comorbidities have on the number of 

Covid-19 deaths in East Java, it is necessary to model using a regression model approach. 

There are two approaches in regression modeling, namely the parametric regression approach 

(global) and the nonparametric regression approach (local). Estimators in nonparametric 

regression that are often used include local spline and linear. Cases of Covid-19 deaths in 38 

districts/cities in East Java vary widely, so it is more appropriate to use a nonparametric regression 

approach based on a spline estimator that accommodates the locality of the regression function so 

that it is more flexible, while a local linear estimator can accommodate model variations in each 

district/city. However, if a parametric approach is used, only one model is generated (global). 

Based on the initial study, it is known that the number of Covid-19 deaths in East Java in 2020 has 



3 

A THEORETICAL DISCUSSION ON MODELING THE NUMBER OF COVID-19 DEATH CASES 

a high variance in each district/city which will cause an over dispersion problem, to overcome this, 

regression can be used assuming the response variable has a negative binomial distribution. The 

researchers who have used the negative binomial distribution in their researches, for examples, 

[6].  

Based on these facts and conditions, in this study we determine a model estimate of the 

number of cases of Covid-19 deaths in East Java due to comorbidities using a negative binomial 

nonparametric regression model approach based on a penalized spline estimator. 

 

2. PRELIMINARIES 

In this section, we provide brief overview of Covid-19 and comorbidities, negative binomial 

regression, and penalized spline estimator. 

2.1. Covid-19 and Comorbidities 

Corona viruses (Covid-19) are a large family of viruses that can cause disease in animals or 

humans. In humans, several coronaviruses are known to cause respiratory infections ranging from 

the common cold to more severe diseases such as Middle East Respiratory Syndrome (MERS) and 

Severe Acute Respiratory Syndrome (SARS). In addition, at the end of 2019 a new Corona Virus 

case was found which was later identified as coronavirus disease (COVID-19) [6,7]. In the health 

sector, the Covid-19 pandemic is the cause of the health crisis with the high number of deaths 

caused by the Covid-19 virus. The Covid-19 Handling Task Force stated that the percentage of 

deaths in Indonesia of 3.24 percent was still relatively high when compared to the global 

percentage of 2.08 percent [1]. As of December 31, 2020, there were 743,198 confirmed 

COVID-19 patients, of which 22,138 were declared dead [8]. From these data, East Java is the 

province with the most deaths in Indonesia, with 5,827 people. The corona virus or Covid-19 

continues to spread and move up significantly, especially in East Java which shows exponential 

movements from day to day [9]. 

In the study of Hogan et al [5] in their article, it was stated that co-morbidities such as 

tuberculosis can cause the risk of death in Covid-19 patients so that this has an impact on 
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increasing cases of death from this virus. Research results [4] showed that hypertension and 

diabetes mellitus are included in the highest ranking in the number of Covid-19 cases based on the 

type of comorbidities in Indonesia with a percentage of 50.1% and 34.8%, respectively. Therefore, 

in this study the indicators used were the percentage of people with diabetes mellitus, the 

percentage of patients with hypertension and patients with pulmonary disease (Tuberculosis) in 

each district/city in East Java. 

2.2. Negative Binomial Regression  

A negative binomial regression is one approach to overcome the response variable in the form of 

count data whose variance value is greater than the mean or also called over-dispersion. Y 

response variables in the form of count data are usually analyzed using Poisson regression, but in 

practice cases of over-dispersion are often found [10]. Negative binomial regression is much 

more flexible when compared to Poisson regression, because negative binomial regression does 

not have certain assumptions [6,10].  

According to [11], the regression function of a negative binomial regression model is as 

follows: 

(1)          𝒇(𝒚𝒊|𝒙𝒊) = (
𝚪(𝒚𝒊+

𝟏

𝜶
)

𝒚𝒊𝚪(
𝟏

𝜶
)
)(

𝟏

𝟏+𝜶µ(𝒙𝒊)
)

𝟏

𝜶
(

𝜶µ(𝒙𝒊)

𝟏+𝜶µ(𝒙𝒊)
)
𝒚𝒊

     

where 𝑦𝑖 = 0, 1, 2, … , 𝛼 > 0 and 𝑚(𝑥𝑖) is defined as follows: 

(2)          µ(𝒙𝒊) = 𝑬(𝒚𝒊|𝒙𝒊) = 𝐞𝐱𝐩 (𝒎(𝒙𝒊))       

where 𝑦𝑖 is count data of response variable which cannot be negative. Hence, the expected 

value of 𝑦𝑖 is also non-negative. However, this is not appropriate because the 𝑚𝑖 value space is 

in the interval (−∞,∞).  

 This problem can be solved by applying the link function between the 𝑚(𝑥𝑖) and µ(𝑥𝑖) 

namely by using logarithm or log link which is usually used in the negative binomial regression 

[11] such that we get: 

(3)          𝐥𝐧(µ(𝒙𝒊)) = 𝒎(𝒙𝒊)        

Equation (3) becomes more precise because it is in accordance with the definition in the interval 
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(0,∞) so that interpretation becomes easier. After obtaining the connecting function, we have 

the following equation: 

(4)        µ(𝒙𝒊) = 𝐞𝐱𝐩(𝒎(𝒙𝒊))        

where 𝑚(𝑥𝑖) is a regression function in parametric regression which is defined as 𝑥𝑖𝛽. 

2.3. Additive Model 

Additive model is a model of response variable 𝑦 which depends on the sum of several 

predictor variable functions of 𝑥. According to [11], an additive model can be expressed as 

follows:  

(5)            𝒚𝒊 = ∑ 𝒎𝒋(𝒙𝒋𝒊) + 𝜺𝒊
𝒑
𝒋=𝟏 , 𝒊 = 𝟏, 𝟐, … , 𝒏      

where 𝜀𝑖  a zero mean random error with variance 𝜎2 , dan 𝑓  is an unknown regression 

function that is a smooth function in a Sobolev space.  

  

2.4. Penalized Spline Estimator 

The form of the model used in the penalized spline estimator is an additive model as follows: 

(6)           𝒚𝒊 = ∑ 𝒎𝒋(𝒙𝒋𝒊) + 𝜺𝒊
𝒑
𝒋=𝟏 , 𝒊 = 𝟏, 𝟐, … , 𝒏      

where 𝑦𝑖 is the i-th observation value of response variable; 𝑚𝑗 is the j-th function of predictor 

variable; 𝑥𝑗𝑖   is the i-th observation value of the j-th predictor; and  𝜀𝑖 is the i-th value of 

random error that has zero mean and variance 𝜎2. 

Next, the spline functions with order 𝑑 and knot points 𝜉1, 𝜉2, … , 𝜉𝑘 are as follows: 

(7)          𝒎𝒋(𝒙𝒋𝒊) = ∑ 𝜷𝒋𝒉𝝓𝒉(𝒙𝒋𝒊)
𝒅𝒋+𝒌𝒋

𝒉=𝟎
;   𝒊 = 𝟏, 𝟐, … , 𝒏 ;   𝒋 = 𝟏, 𝟐, … , 𝒑   

where k represents the number of knot points; 𝛽𝑗 = (𝛽𝑗0, 𝛽𝑗1, … , 𝛽𝑝𝑗+𝑘𝑗
)
𝑇

 is a vector of 

coefficients; and 𝜙𝑗0, 𝜙𝑗1, … , 𝜙𝑝𝑗+𝑘𝑗
 are short interval function bases namely 𝜙ℎ(𝑥𝑗𝑖) 

represents a function defined as follows: 

(8)          𝝓𝒉(𝒙𝒋𝒊) = {
𝒙𝒋𝒊

𝒉

(𝒙𝒋𝒊 − 𝝃𝒊(𝒉−𝒅𝒋))+

𝒅𝒋

𝐟𝐨𝐫  𝟎 ≤ 𝒉 ≤ 𝒅𝒋

 𝐟𝐨𝐫  𝒅𝒋 + 𝟏 ≤ 𝒉 ≤ 𝒅𝒋 + 𝒌𝒋
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where 𝑑𝑗 is polynomial order of j-th predictor; 𝑘𝑗 is the number of knots for j-th predictor; and 

ℎ is a index of basis function which is a positive integer such that:  

(9)          (𝒙𝒋𝒊 − 𝝃𝒋(𝒉−𝒅𝒋))+

𝒅𝒋 = {
(𝒙𝒋𝒊 − 𝝃𝒋(𝒉−𝒅𝒋))+

𝒅𝒋 , 𝒙 ≥ 𝝃𝒋(𝒉−𝒅𝒋)

𝟎 , 𝒙 < 𝝃𝒋(𝒉−𝒅𝒋)  
   

 

3. MAIN RESULTS 

In this section, we present the results of this study including characteristics of model variables, 

estimating the nonparametric negative binomial regression based on penalized spline estimator, 

and selecting optimal smoothing spline.  

3.1. Characteristics of Model Variables  

In general, the penalized spline nonparametric negative binomial regression model can be 

applied to more than one predictor variables or multipredictor. For example we can apply the 

model to the number of Covid-19 death cases affected by comorbidities such as percentage of 

diabetes mellitus patients, percentage of hypertension over 15 years old patients, and percentage 

of tuberculosis patients. For this example case, we have a multipredictor (i.e., three predictors) 

nonparametric negative binomial regression (NNBR) model where percentage of diabetes 

mellitus patients (𝑥1) , percentage of hypertension over 15 years old patients (𝑥2) , and  

percentage of tuberculosis patients (𝑥3) as predictor variables, and the number of Covid-19 

death cases (𝑦) as response variable. 

In this study, for predicting the number of covid-19 death cases we use a nonparametric 

negative binomial regression (NNBR) model approach. Generally, the main problem if we use 

regression models is estimating the regression functions of the regression models [12–31]. For 

this purpose, in the following section we discuss the estimation of the nonparametric negative 

binomial regression (NNBR) model that is started by estimating the regression function using 

penalized spline estimator.   
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3.2. Estimating the Nonparametric Negative Binomial Regression Model 

Suppose we have a paired observations {𝑦𝑖, 𝒙𝑖}, 𝑖 = 1,2, … , 𝑛 which follows the following 

nonparametric negative binomial regression (NNBR) model: 

(10)      µ(𝒙𝒊) = 𝑬(𝒚𝒊|𝒙𝒊) = 𝐞𝐱𝐩 ( )
1

m
=

 
 
 


p

j ji

j

x  , 𝒊 = 𝟏, 𝟐, … , 𝒏      

where 𝑦𝑖 is the i-th observation value of response variable; 𝑓𝑗 is the j-th function of predictor 

variable; 𝑥𝑗𝑖   is the i-th observation value of the j-th predictor; and  𝜀𝑖 is the i-th value of 

random error that has zero mean and variance 𝜎2. 

Furthermore, by considering the NNBR model in (10), we can express the spline functions 

with order 𝑑 and knot points 𝜉1, 𝜉2, … , 𝜉𝑘 of NNBR model as follows: 

(11)       𝒎𝒋(𝒙𝒋𝒊) = ∑ 𝜷𝒋𝒉𝝓𝒉(𝒙𝒋𝒊)
𝒅𝒋+𝒌𝒋

𝒉=𝟎
, 𝒊 = 𝟏, 𝟐, … , 𝒏   , 𝒋 = 𝟏, 𝟐,… , 𝒑   

where k represents the number of knot points; 𝛽𝑗 = (𝛽𝑗0, 𝛽𝑗1, … , 𝛽𝑝𝑗+𝑘𝑗
)
𝑇

 is a vector of 

coefficients of the NNBR model; and 𝜙𝑗0, 𝜙𝑗1, … , 𝜙𝑝𝑗+𝑘𝑗
 are short interval function bases of the 

NNBR model namely 𝜙ℎ(𝑥𝑗𝑖) represents a function which is defined as follows: 

(12)          𝝓𝒉(𝒙𝒋𝒊) = {
𝒙𝒋𝒊

𝒉

(𝒙𝒋𝒊 − 𝝃𝒊(𝒉−𝒅𝒋))+

𝒅𝒋

𝐟𝐨𝐫  𝟎 ≤ 𝒉 ≤ 𝒅𝒋

 𝐟𝐨𝐫  𝒅𝒋 + 𝟏 ≤ 𝒉 ≤ 𝒅𝒋 + 𝒌𝒋
   

where 𝑑𝑗 is polynomial order of j-th predictor; 𝑘𝑗 is the number of knots for j-th predictor; and 

ℎ is a index of basis function which is a positive integer such that:  

(13)          (𝒙𝒋𝒊 − 𝝃𝒋(𝒉−𝒅𝒋))+

𝒅𝒋 = {
(𝒙𝒋𝒊 − 𝝃𝒋(𝒉−𝒅𝒋))+

𝒅𝒋
, 𝒙 ≥ 𝝃𝒋(𝒉−𝒅𝒋)

𝟎 , 𝒙 < 𝝃𝒋(𝒉−𝒅𝒋)  
   

Hence, because of equations (10)–(13), penalized splines are polynomial slices in which different 

segments are joined together at knot points 𝜉1, 𝜉2, … , 𝜉𝑘  in a way that ensures a certain 

continuity. The knot points contained in the penalized spline are determined based on a quantile 

sample of a single value of independent variables {𝑥𝑖}𝑖=1
𝑛 . So, the multipredictor penalized 

spline functions for n observations are as follows: 
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𝑚(𝑥𝑗1) = 𝛽𝑗0 + 𝛽𝑗1𝑥𝑗1
1 + ⋯+ 𝛽𝑗𝑑𝑗

𝑥𝑗1
𝑑𝑗𝛽𝑗(𝑑𝑗+1)(𝑥𝑗1 − 𝜉𝑗1)+

𝑑𝑗 + ⋯+ 𝛽𝑗(𝑑𝑗+𝑘𝑗) (𝑥𝑗1 − 𝜉𝑗𝑘𝑗
)
+

𝑑𝑗

 

𝑚𝑗(𝑥𝑗2) = 𝛽𝑗0 + 𝛽𝑗1𝑥𝑗2
1 + ⋯+ 𝛽𝑗𝑑𝑗

𝑥𝑗2
𝑑𝑗𝛽𝑗(𝑑𝑗+1)(𝑥𝑗2 − 𝜉𝑗1)+

𝑑𝑗 + ⋯+ 𝛽𝑗(𝑑𝑗+𝑘𝑗) (𝑥𝑗2 − 𝜉𝑗𝑘𝑗
)
+

𝑑𝑗

 

⋮ 

       𝑚𝑗(𝑥𝑗𝑛) = 𝛽𝑗0 + 𝛽𝑗1𝑥𝑗𝑛
1 + ⋯+ 𝛽𝑗𝑑𝑗

𝑥𝑗𝑛
𝑑𝑗𝛽𝑗(𝑑𝑗+1)(𝑥𝑗𝑛 − 𝜉𝑗1)+

𝑑𝑗 + ⋯+ 𝛽𝑗(𝑑𝑗+𝑘𝑗) (𝑥𝑗𝑛 − 𝜉𝑗𝑘𝑗
)
+

𝑑𝑗

 . 

Hence, we can express the penalized spline function into a matrix notation as follows: 

(14)             𝒎𝒋(𝑿𝒋) = 𝑿𝒋𝜷𝒋         

where 

𝒎𝒋(𝑿𝒋) =

[
 
 
 
 
𝑚𝒋(𝑥𝑗1)

𝑚𝒋(𝑥𝑗2)

⋮
𝑚𝒋(𝑥𝑗) ]

 
 
 
 

 ; 𝑿𝒋 =

[
 
 
 
 
 
 
1 𝑥𝑗1

1 𝑥𝑗1
2

1 𝑥𝑗2
1 𝑥𝑗2

2

⋮
1

⋮
𝑥𝑗𝑛

1
⋮

𝑥𝑗𝑛
2

…
…

𝑥𝑗1
𝑑𝑗

𝑥𝑗2
𝑑𝑗

(𝑥𝑗1 − 𝜉𝑗1)+

𝑑𝑗
… (𝑥𝑗1 − 𝜉𝑗𝑘𝑗

)
+

𝑑𝑗

(𝑥𝑗2 − 𝜉𝑗1)+

𝑑𝑗
… (𝑥𝑗2 − 𝜉𝑗𝑘𝑗

)
+

𝑑𝑗

⋱ ⋮ ⋮ ⋱ ⋮

… 𝑥𝑗𝑛
𝑑𝑗 (𝑥𝑗𝑛 − 𝜉𝑗1)+

𝑑𝑗
… (𝑥𝑗𝑛 − 𝜉𝑗𝑘𝑗

)
+

𝑑𝑗

]
 
 
 
 
 
 

 . 

Estimate value �̂�𝑗 can be obtained by minimizing a penalized least square (PLS) function of 

predictor variable 𝑥𝑗 as follows: 

(15)       𝑳𝒋 = 𝒏−𝟏 ∑ (𝒚𝒊 − 𝒎𝒋(𝒙𝒋𝒊))
𝟐

𝒏
𝒊=𝟏 + 𝝀𝒋 ∑ 𝜷𝒋(𝒅𝒋+𝒉)

𝟐   , 𝒋 = 𝟏, 𝟐, … , 𝒑
𝒌𝒋

𝒉=𝟏
  

where 𝜆𝑗 is smoothing parameter of predictor variable 𝑥𝑗; 𝑑𝑗 is order of polynomial for j-th 

predictor; and 𝑘𝑗 is the number of knots for j-th predictor. 

Next, we express the goodness of fit function namely 𝑛−1 ∑ (𝑦𝑖 − 𝑚𝑗(𝑥𝑗𝑖))
2

𝑛
𝑖=1  of PLS 

function in (15) into a matrix notation as follows:  

𝒏−𝟏 ∑(𝒚𝒊 − 𝒎𝒋(𝒙𝒋𝒊))
𝟐

𝒏

𝒊=𝟏

= 𝒏−𝟏(𝐲 − 𝑿𝒋𝜷𝒋)
𝑻
(𝐲 − 𝑿𝒋𝜷𝒋) 

                         = 𝑛−1(𝐲𝑇 − 𝑿𝑗
𝑇𝜷𝒋

𝑇)(𝐲 − 𝑿𝑗𝜷𝒋) 

                                                        = 𝑛−1 (𝐲𝑇𝐲 − 𝐲𝑇𝑿𝑗𝜷𝒋 − 𝜷𝒋
𝑇𝑿𝑗

𝑇
𝐲 + 𝜷𝒋

𝑇𝑿𝑗

𝑇
𝑿𝑗𝜷𝒋) 

                            = 𝒏−𝟏 (𝐲𝑻𝐲 − 𝟐𝜷𝒋
𝑻𝑿𝒋

𝑻
𝐲 + 𝜷𝒋

𝑻𝑿𝒋

𝑻
𝑿𝒋𝜷𝒋).  

Thus, we have: 
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(16)       𝒏−𝟏 ∑ (𝒚𝒊 − 𝒎𝒋(𝒙𝒋𝒊))
𝟐

𝒏
𝒊=𝟏 = 𝒏−𝟏 (𝐲𝑻𝐲 − 𝟐𝜷𝒋

𝑻𝑿𝒋

𝑻
𝐲 + 𝜷𝒋

𝑻𝑿𝒋

𝑻
𝑿𝒋𝜷𝒋). 

Also, we express the penalized function namely ∑ 𝛽𝑗(𝑑𝑗+ℎ)
2  

𝑘𝑗

ℎ=1 of PLS function in (15) into an 

equation as follows:  

(17)         ∑ 𝜷𝒋(𝒅𝒋+𝒉)
𝟐  

𝒌𝒋

𝒉=𝟏
= 𝜷𝒋(𝒅𝒋+𝟏)

𝟐 + 𝜷𝒋(𝒅𝒋+𝟐)
𝟐 + ⋯+ 𝜷𝒋(𝒅𝒋+𝒌𝒋

)
𝟐     

Next, we define a diagonal matrix 𝑫𝑗 as follows: 

(18) 𝑫𝒋 =

(

 
 
 
 

𝒂𝟏𝟏

𝟎
𝟎

𝒂𝟐𝟐

…
…

⋮
𝟎

𝟎
⋮

⋱
𝟎

⋮
𝟎

𝟎
𝟎

…
…

𝟎
𝟎

…
…

𝟎
𝟎

𝟎
𝒂(𝒅𝒋+𝟏)(𝒅𝒋+𝟏)

…
𝟎

𝟎
𝟎

𝟎
𝟎

⋱
…

⋮
𝒂(𝒅𝒋+𝒌𝒋+𝟏)(𝒅𝒋+𝒌𝒋+𝟏))

 
 
 
 

 

where 𝑎11, 𝑎22 = ⋯ = 𝑎(𝑑𝑗+1)(𝑑+1) = 0 dan 𝑎(𝑑𝑗+2)(𝑑𝑗+2) = 𝑎(𝑑𝑗+𝑘𝑗+1)(𝑑𝑗+𝑘𝑗+1) = 1. 

Hence, the penalized function in (17) can be expressed in a matrix notation as follows: 

(19) ∑ 𝜷𝒋(𝒅𝒋+𝒉)
𝟐  

𝒌𝒋

𝒉=𝟏
= 

(𝛽𝑗0 𝛽𝑗1 … 𝛽(𝑑𝑗+𝑘𝑗))

(

 
 
 

𝑎11

0
0

𝑎22

…
…

⋮
0

0
⋮

⋱
0

⋮
0

0
0

…
…

0
0

…
…

0
0

0
𝑎(𝑑𝑗+1)(𝑑𝑗+1)

…
0

0
0

0
0

⋱
…

⋮
𝑎(𝑑𝑗+𝑘𝑗+1)(𝑑𝑗+𝑘𝑗+1))

 
 
 

(

 
 

𝛽𝑗0

𝛽𝑗1

⋮
𝛽(𝑑𝑗+𝑘𝑗))

 
 

 

                    = 𝜷𝑗
𝑇𝑫𝑗𝜷𝑗 ,  𝑗 = 1,2, … , 𝑝.          

Based on equations (16) and (19) we can express the PLS function in (15) into a matrix notation 

as follows: 

(20)    𝑳𝒋 = 𝒏−𝟏 (𝐲𝑻𝐲 − 𝟐𝜷𝒋
𝑻𝑿𝒋

𝑻
𝐲 + 𝜷𝒋

𝑻𝑿𝒋

𝑻
𝑿𝒋𝜷𝒋) + 𝝀𝒋𝜷𝒋

𝑻𝑫𝒋𝜷𝒋,   𝒋 = 𝟏, 𝟐, … , 𝒑.  

Furthermore, we can obtain �̂�𝑗 by applying a partial differentiation as follows: 

𝜕𝑳𝑗

𝜕𝜷𝑗
= 𝟎 

𝑛−1(0 − 2𝑿𝑗
𝑇𝐲 + 2𝑿𝑗

𝑇𝑿𝑗𝜷𝒋) + 2𝜆𝑗𝑫𝑗𝜷𝑗 = 𝟎 
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−2𝑿𝑗
𝑇𝐲 + 2𝑿𝑗

𝑇𝑿𝑗𝜷𝒋 + 2𝑛𝜆𝑗𝑫𝑗𝜷𝑗 = 𝟎 

𝑿𝑗
𝑇𝑿𝑗𝜷𝒋 + 𝑛𝜆𝑗𝑫𝑗𝜷𝑗 = 𝑿𝑗

𝑇𝐲 

(𝑿𝑗
𝑇𝑿𝑗 + 𝑛𝜆𝑗𝑫𝑗)𝜷𝒋 = 𝑿𝑗

𝑇𝐲    

Thus, we have the estimated parameter for the j-th predictor as follows: 

(21)    �̂�𝑗 = (𝑿𝑗
𝑇𝑿𝑗 + 𝑛𝜆𝑗𝑫𝑗)

−𝟏
𝑿𝑗

𝑇𝐲 ,  𝑗 = 1,2, … , 𝑝.       

Next, by substituting equation (21) into equation (14), we obtain the estimated regression 

function model for the j-th predictor as follows: 

(22)         �̂�𝒋(𝑿𝒋) = 𝑿𝒋(𝑿𝒋
𝑻𝑿𝒋 + 𝒏𝝀𝒋𝑫𝒋)

−𝟏
𝑿𝒋

𝑻𝐲 ,  𝒋 = 𝟏, 𝟐,… , 𝒑. 

We use equation (22) in the local scoring algorithm to obtain the regression function estimator 

for each additive nonparametric regression model whose response variables are from the 

exponential family. The local scoring algorithm consists of a scoring step (outer loop) which is 

iterated until the average deviance value converges and a weighted back-fitting step (inner loop) is 

iterated until the average Residual Sum of Square (RSS) value converges.  

The local scoring algorithm follows the following steps are:  

(a). Determining the optimal smoothing parameter value for j-th predictor based on Generalized  

Cross Validation (GCV): (i). determine the polynomial order, the number of knots and value of 

each knots; (ii).obtain matrix 𝑿𝒋 in accordance with polynomial order and knots; (iii). calculate 

�̂�𝒋 in equation (21) and �̂�𝑗(𝑿𝒋) = 𝑿𝒋�̂�𝒋 in equation (22); (iv). calculate 𝑯(𝜆𝑗) = 𝑿𝒋(𝑿𝒋
𝑻𝑿𝒋 +

𝑛𝜆𝑗𝑫𝒋)
−𝟏

𝑿𝒋
𝑻 as a smoother matrix; (v). calculate 𝐺𝐶𝑉(𝜆𝑗) =

𝑛−1 ∑ (𝑦𝑖−𝑚𝜆𝑖)
2𝑛

𝑖=1

(𝑛−1𝑡𝑟𝑎𝑐𝑒[1−𝑯(𝜆𝑗)])
2 ; (vi). iterate 

step (i) to step (vi) until minimum GCV value is obtained;  

(b). Estimating penalized spline estimator using local scoring algorithm: (i). Obtain initial value of 

�̂�𝑗
(𝑟)

(𝑋𝑗) based on equation (22) at iteration 0 (r = 0) from step (a); (ii). Calculate initial 𝑚𝑖
(0)

=

∑ �̂�𝑗
(0)

(𝑋𝑗)
𝑝
𝑗=1 ; (iii). Calculate initial weighting matrix 𝑑𝑖𝑎𝑔(𝑊(0)) = 𝜇(0) = exp(𝜂(0)); (iv). 

Calculate initial adjusted dependent vector 𝑧(0) = 𝜂(0) + (𝑌 − 𝜇(0))/𝑑𝑖𝑎𝑔(𝑊(0)); (v). Calculate 
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partial residual 𝑅𝑖𝑗
(𝑟+1)

= 𝑧𝑖 − ∑ 𝑚𝑟
(𝑟)

(𝑋𝑖𝑟)
𝑗−1
𝑟=1 − ∑ 𝑚𝑟

(𝑟)
(𝑋𝑖𝑟)

𝑝
𝑟=𝑗+1 ; (vi). Calculate �̂�𝑗

(𝑟+1)
(𝑋𝑗) =

𝐻(𝜆𝑗)𝑅𝑖𝑗
(𝑟+1)

; (vii). Calculate �̂�𝑖 = exp (∑ �̂�𝑗
(𝑟+1)

(𝑋𝑗)
𝑝
𝑗=𝑖 ); (viii). Calculate Mean Square Error or 

𝑀𝑆𝐸(𝑠+1) = 1

𝑛
(𝑌−𝜇(𝑟+1))

𝑇
(𝑌−𝜇(𝑟+1)); (ix). Iterate step (i) to step (vii) until the value of 𝑀𝑆𝐸(𝑟+1) 

convergences to a small value of > 0 ; (x). Recalculate  𝜂(𝑟+1), 𝑧(𝑟+1), 𝑊(𝑟+1)  and  𝜇(𝑟+1); (xi). 

Calculate 𝑎𝑣𝑔(𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒) =
2

𝑛
∑ {𝑦

𝑖
𝑙𝑛 (

𝑦𝑖

�̂�𝑖

) − (𝑦
𝑖
+ 𝛾−1)𝑙𝑛 [

𝑦𝑖+𝛾−1

�̂�𝑖+𝛾−1
]}𝑛

𝑖=1 ;  and (xii). Iterate step (i) to 

step (x) until mean of deviance convergences to a small value of 𝜀 > 0 as follows: 

|𝐴𝑣𝑔(𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒)(𝑟+1) − 𝐴𝑣𝑔(𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒)(𝑟)| < ε  

 

4. CONCLUSIONS 

The estimated regression function of the NNBR model based on penelized spline estimator which is 

applied to GAM  is obtained by using local scoring algorithm. In the future, this estimated model 

can be applied to the real data namely the number of Covid-19 death cases affected by 

comorbidities such as percentage of diabetes mellitus patients, percentage of hypertension over 15 

years old patients, and percentage of tuberculosis patients. 
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