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Abstract: Emotions recognition has been a very challenging task and topic in Natural Language Processing area. 

Nevertheless, there have not been many research have been done in the local language, such as Bahasa Indonesia, 

compared to the English language. This is due to the lack of resources available publicly. Therefore, we proposed a 

new labelled dataset scraped from social media platforms (i.e. Twitter), based on Ekman’s six basic emotions (Happy, 

Fear, Anger, Disgust, Sadness, and Surprise) plus one neutral label. Furthermore, we implemented several fine-tuned 

models from the IndoBERT model to model the emotions recognition system. Moreover, Bidirectional Long Short-

Term Memory (Bi-LSTM) architectures were also implemented to model the emotions recognition system. Finally, 

the models were trained to the collected dataset (7,629 tweets). The results show that the fine-tuned model resulted in 

an accuracy score of 92.3%, which outperforms both the baseline model and the Bi-LSTM with the accuracy of 90.7% 

and 84.0%, respectively. 

Keywords: emotion recognition; natural language processing; deep learning; transfer learning; Indonesian tweet. 

2020 AMS Subject Classification: 68T50, 68T60. 



2 

STEPHEN WILLIAM, KENNY, ANDRY CHOWANDA 

1. INTRODUCTION 

The concept of emotions is one of the most complex things to study. It is an essential aspect of 

daily human lives because we can infer many things from the emotions shown by our interlocutors. 

However, the knowledge that we can infer from emotions is limited to our daily lives, as it is 

helpful in many fields, from enhancing immersion in a video game playthrough to gaining 

knowledge from citizens' points of view during the presidential election [1, 2]. Recognizing 

emotions is also a paramount when we are building an affect aware system. There are several 

implementations in emotions recognitions in affect aware systems, such as: stress or depression 

detection [23], stress detection [22; 23] and chat bots or virtual humans [19, 21]. While there are 

several Facial Emotions Recognition (FER) and Speech Emotion recognition implementations, the 

field of emotions recognition done via text is still limited, even though people tend to express 

things through text in social media [3]. There are many ways to infer knowledge or informatio 

from text-based data. One of the ways that we can use is to implement what is known as Natural 

Language Processing (NLP). Natural Language Processing (NLP) is a subfield of linguistics, 

computer science, and artificial intelligence that focuses on the interactions between computers 

and human natural language The main focus of the Natural Language Processing (NLP) is mainly 

how to program computers to process and analyze large amounts of human natural language data. 

Researchers have been studying new ways to make Natural Language Processing more efficient 

and effective in text classification throughout the years. The General Language Understanding 

Evaluation (GLUE) benchmark, which is a collection of resources used to evaluate a model's 

ability in a Natural Language Processing task, usually has a different model tailored to a specific 

Natural Language Processing task so that it may perform exceptionally [4]. People have been 

dealing with these emotions recognition tasks through various approaches. Ma, et al. [5]  has used 

the Bi-LSTM model network and achieved a micro averaged F1 score of 75.57%. Purnama [6] 

proposed a K-Nearest Neighbor (KNN) based approach, which performs with an accuracy of 

71,26 % on a Bahasa Indonesia dataset gathered from three different news websites. While these 

models have proven themselves to still be relevant, in 2018, the team at Google Brain released a 
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paper about a generic solution that outperforms these specifically tailored models in the The 

General Language Understanding Evaluation benchmark. 

BERT, which stands for Bidirectional Encoder Representations from Transformers, has garnered 

much attention since its public release in 2018 by the Google Brain team because it has 

outperformed many tailored solutions in the The General Language Understanding Evaluation 

benchmark [7]. Unlike recent language representation models, BERT is designed to pre-train deep 

bidirectional representations from an unlabeled text by jointly conditioning both left and proper 

context in all layers. One of the reasons for using the BERT model is that the BERT model has 

already been pre-trained by the Google team, so the model only needed to be fine-tuned to specific 

tasks, which is emotion recognition. BERT also does not need too much training data because of 

the transfer learning concept it uses. Although BERT is better than most of its predecessors in most 

cases, it lacks flexibility in understanding other languages since BERT initial release was only for 

English and Chinese [7]. Recently, a new BERT model specifically trained to handle Bahasa NLP 

tasks called IndoBERT was released [8] and it performs better than the previous general-purpose 

BERT and the multi-lingual BERT (mBERT). There are many English language datasets for 

emotion recognition tasks, but the available corpus for Bahasa emotion recognition tasks is still 

small. The available publicly available only contain around 4,300 data divided into four classes of 

emotion [9]. We propose a more extensive dataset for the Bahasa emotion recognition task, divided 

into Ekman's six basic emotions [10]. This research aims to provide novel contributions by: 1) 

Creating a larger Bahasa emotion recognition dataset; 2) Comparing the IndoBERT model that we 

are using with other popular deep learning algorithms, such as Bi-LSTM. This work is organized 

as follows: Section 1 will cover the introduction of the study; Section 2 lists some literature study 

and the works that are related to the study; Section 3 will elaborate on the design, development, 

and evaluation methodology used in the experiment; Section 4 discusses the result of the 

experiment; and Section 5 will give a conclusion based on our finding and provides future research 

direction 
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2. RECENT WORK 

Emotions classification from text has been a challenging Natural Language Processing problem 

for a long time. Various research has aimed for more accurate emotions detection from many 

languages. There have been various ways to tackle emotions classification problems; most use 

machine learning and deep learning to predict emotions. Machine Learning is a technique that uses 

advanced algorithms to read data and discover informative patterns based on the data. Several 

machine learning models solve various Natural Language Processing tasks such as emotion 

recognition and predicting missing words. Many machine learning algorithms can solve 

classification problems, such as Support Vector Machine (SVM), K Nearest Neighbour (K-NN), 

and Naive Bayes algorithm. Support Vector Machine (SVM) is one of the most implemented 

machine learning models for linearly non-separable problems, such as classification. In 2012, the 

SVM model was used to handle an emotion classification task. It classifies the emotions into six 

emotion classes: Anger, Joy, Disgust, Fear, Sadness, and Surprise. Their proposed method 

achieved an average score of 89.95 % across the six emotions, outperforming the state-of-the-art 

models [11]. Another machine learning algorithm called KNN and Naïve Bayes was used to 

classifying emotion from a Bahasa dataset. The classification algorithm used by this research is 

supervised classification K-NN and Naive Bayes algorithm. The research concludes that the F 

measure of K-NN is higher than Naïve Bayes in the text document classification [6]. Another 

group of researchers, Chowanda et. al. [20] explored several machine learning and deep learning 

architectures to model the emotions recognition system in English language. The researcher used 

AffectiveTweets datasets to model the emotions recognition system. The best model was achieved 

by the one trained by Generelized Linear Model (GLM) where it gets 92 %, 90.1 %, 90.2 %, 90. 

2 % for accuracy score, F1-Score, Recall Score and Precision Score. 

As machine learning grows, new techniques are introduced, such as Deep Learning [12]. Deep 

learning is a subfield of machine learning that imitates human brain work. Deep learning consists 

of many neuron layers: one input layer, one or more hidden layers, and one output layer. Deep 

learning algorithms work by processing values in every layer and adjusting the input weight to do 
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better at the next iteration. Many deep learning classes solve classification problems, such as 

Convolution Neural Network (CNN), which are usually used when handling two-dimensional data 

such as image and Recurrent Neural Network (RNN), which are used when handling and aiming 

for a pattern/relation in sequence data. However, the Recurrent Neural Network technique still has 

its drawbacks. While it can see the previous input, it cannot see far enough back from the input, 

and thus the true meaning of the input may be lost. Then comes Long Short-Term Memory (LSTM) 

to solve the problem. Long Short-Term Memory is a modified model that uses Recurrent Neural 

Network as the base. Long Short-Term Memory has a "memory" cell that retains previous 

calculations made by the blocks [13]. This memory cell helps Long Short-Term Memory cover the 

drawbacks that Recurrent Neural Network used to have. Long Short-Term Memory blocks can 

also modify these memory cells by using "gates". These gates differentiate between "forget gate", 

"update gate", and "output gate". The forget gate will determine how much of the old memory will 

affect the new calculations, while the update gate will determine how much the new calculations 

will affect the old memory. Lastly, the output gate will determine the current block's output, which 

will also work as the input for the next block. In research comparing Long Short-Term Memory 

and Convolution Neural Network in the emotion recognition field, Long Short-Term Memory beat 

Convolution Neural Network‘s accuracy with a 5.33% margin [14]. The proposed method in this 

paper combines the emotional word vector and semantic word vector. The research uses the Five-

fold Cross Validation method to evaluate text recognition models. The paper concludes that Long 

Short-Term Memory is better to model the sequential data than Convolution Neural Network. Even 

though Long Short-Term Memory has managed to cover the base Recurrent Neural Network 

models' drawbacks, Long-Short Term Memory still has drawbacks. It is slow to train, but it can 

only see the context from left to right.  

To solve the Long-Short Term Memory problem, a modified version of Long Short-Term Memory 

called Bidirectional Long Short-Term Memory (Bi-LSTM) was introduced. The Bidirectional 

Long Short-Term Memory (Bi-LSTM) can sees the context from both directions and improves the 

Long Short-Term Memory model that can only see from left to right perspective. Moreover, in 
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research that compares the performance of the Bi-LSTM model with the Long Short-Term 

Memory model, the experiment results show that the Bi-LSTM outperformed the Long Short-

Term Memory model in overall performance and most emotion detection performance [15, 16]. 

Although Bi-LSTM can see the context from both directions, this is not a proper bidirectional 

context since it just looks at the input from left to right, right to the left, and concatenates the results. 

Bidirectional Encoder Representations from Transformers (BERT) was introduced in 2018 [7] to 

improve this solution. BERT solves the many issues that Long Short-Term Memory has. It is faster 

to train and perceive context in a bidirectional manner simultaneously, rather than perceiving it 

one by one then concatenating the result. The BERT model is built upon the transformer model's 

attention mechanism and stacks 12 pieces of the encoder upon itself rather than using transformers' 

decoder. IndoBERT, a BERT based model explicitly created to tackle Bahasa natural language 

tasks, was released in 2020. It was trained with a vocabulary utilizing the Sentence-Piece with a 

Byte Pair Encoding (BPE) tokenizer as its generation method. It was tested on a dataset available 

on the IndoNLU web page and is compared against other multilingual models such as XML-R, 

mBERT, and Scratch. The result shows that IndoBERT outperforms other multilingual models on 

8 out of the 12 tasks available on the IndoNLU benchmark. 

 

3. METHODOLOGY 

Four main methods were introduced in this research, they are: Data Gathering, Data Labelling, 

Data Pre-processing, Modeling and Evaluation. The first three phases are focusing in the data 

collection and preparation. The data were collected from a social media platform (i.e. Twitter) and 

were annotated. The data collected then were used to model emotions recognition from text in the 

Modeling and Evaluation. Several deep learning architectures were applied to model the emotions 

recognition. Moreover, the emotions recognition models were also be evaluated in Modeling and 

Evaluation. The details of each method in this research are comprehensively demonstrated in the 

following sub-sections (Data Gathering, Data Labelling, Data Pre-processing, Modeling and 

Evaluation). 
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Data Gathering 

There are several sources of data that can be collected to model the emotions recognition. In this 

research, we use social media platform to collect the data. The social media platform generally 

consists of tweets from people who have different backgrounds, emotions and moods when they 

were texting their opinions, comments, thought and ideas into the social media platform. Hence, 

social media platforms will be the best source to collect the data for emotions recognition modeling. 

The data were collected through crawling technique on social media (i.e. Twitter). We use the 

Tweepy API to get 2,000 tweets for each emotion class totalling 12,000 tweets for all classes. The 

filters that we implemented are the language filter set to Bahasa Indonesia or "id", and we also 

implemented an emotion filter by using one English word, two Bahasa Indonesia words, and one 

Bahasa Indonesia Slang word. The following process removes the mentioned username and 

replaces it with the tag [USERNAME] and the URL [URL]. All the tweets collected and processed 

were stored in a Coma Separated Value (CSV) file format to be processed in the next step. 

Data Labelling 

Ekman's theory argues that people express six basic emotions: Joy (Happy), Anger, Sadness, Fear, 

Surprise, and Disgust. We used this theory as the classifier when annotating the dataset. Most of 

the researchers in this area are using similar model of emotions (i.e. six basic emotions plus neutral), 

with some of the variations of the emotions models. We have two annotators who annotated the 

tweet collected from a social media platform (i.e. Twitter). First step, we annotated it manually by 

reading every sentence and giving it a class label. To avoid bias and to improve the reliability of 

the annotated data, we then rate the inter-rater reliability using the Kappa coefficient (𝜅) and 

manage to achieve a score of 87.7 %. The result indicates that both annotators were in almost 

perfect agreement in labelling the collected tweets from a social media platform (i.e. Twitter). 

Moreover, we also removed the data where the two annotators disagree in the label, resulting in 

only 7,629 data (from 12,000 tweets originally) on the six basic emotions plus one neutral emotion 

class. Table 1 shows the data distribution of the collected dataset from a social media platform (i.e. 

Twitter). 
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Table 1. The Collected Dataset Distribution 

No Emotions Numbers Percentage 

1. Happy 1,120 15% 

2. Sad 1,008 13% 

3. Anger 854 11% 

4. Surprise 1,210 16% 

5. Disgusted 1,301 17% 

6. Fear 1,017 13% 

7. Neutral 1,119 15% 

TOTAL 7,629 100% 

 

Data Pre-processing 

The labelled dataset is shown in the form of sentences (the tweets) and labels (annotated labels). 

Before training the models using the annotated dataset collected from a social media platform (i.e. 

Twitter), several text pre-processing were applied to the data to improve the quality of the data. 

First, we convert all the sentences into lower case (case folding), next the sentences were split 

based on the punctuation token. The sentences then were tokenized into tokens (words). The 

tokenized words then are converted into numbers in a vector space (vectorization). Each model 

has different techniques of words vectorization (words embedding). The Bi-LSTM model 

implements a word embedding model, and the data is used to train the embedding model. 

Meanwhile, the BERT model already has the pre-trained embedding provided the community. In 

this research we implemented the IndoBERT pre-trained embedding models. The IndoBERT pre-

trained embedding models were trained specifically to solve text processing in Bahasa Indonesia 

language. Finally, we then shuffled and split the dataset into the train set and test set by a 9 to 1 

ratio, respectively. Finally, the setting was applied to all the proposed models. 

Modeling and Evaluation 

This research proposes using three models to evaluate: the original IndoBERT, our proposed fine-

tuned IndoBERT, and a Bi-LSTM network. In the IndoBERT architecture, this research 

implements a pre-trained BERT based IndoBERT model from the Huggingface library, a BERT 
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model specifically created to tackle Bahasa based NLP problems. We used the BERT paper's 

recommended parameters for the baseline model [7] and fine-tuned the base model parameters, 

combining learning rate, batch size, and epochs. The proposed Bi-LSTM model is implemented 

using the Keras library. It has three layers: Word Embedding Layer, Bidirectional LSTM Layer, 

and the dense layer. The embedding layer uses the FastText technique from the Gensim library to 

pre-trained the weight of every word based on its meaning, not randomly assigned at the training 

step [17]. The embedding layers' job is to assign a value representing every word the machine can 

understand. The Bidirectional Layer uses an activation function of tanh with the dropout value of 

0.2 and a recurrent dropout of 0.2. Dropout values are used to prevent neural networks from 

overfitting [18]. The dense layer is a layer that specifies the dimension of the output vector. The 

activation function decides the content of the vector. The default activation function for dense in 

Keras is Linear without being specified. Since we are doing multiple classifications, we use 

Softmax for our activation function. Finally to evaluate the proposed emotions recognition models, 

performance metrics such as Precision, Recall, F1-Score, and Accuracy were used in this research. 

 

4. RESULTS & DISCUSSIONS 

The experiments were conducted with IndoBERT and Bi-LSTM architectures with three different 

models' settings. The models were then evaluated on their performance by classifying the six basic 

emotions plus Neutral emotions. The hyperparameters explored in the BERT models are the batch 

size, number of epochs, and learning rate. The hyperparameters were chosen based on the 

recommendation made by the creator of the BERT architecture on fine-tuning the BERT pre-

trained model. In comparison, the parameters changed in the Bi-LSTM models are the word 

embedding layer's parameters, such as window range and embedding size. For the Bi-LSTM 

models, we have tried ten configurations with different parameters and achieved the top 3 overall 

accuracy results: 84% (Bi-LSTM 1 model or M4 model), 82.2% (Bi-LSTM 2 model or M5 model), 

and 81.8% (Bi-LSTM 3 model or M6 model) (see Figure 1). Figure 1 illustrates the overall results 

of the experiments. M0 denotes the baseline, while M1 – M3 denotes the fine-tuned IndoBERT 
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model: IndoBERT1, IndoBERT2 and IndoBERT3, respectively, and M4 – M6 denotes the fine-

tuned Bi-LSTM models: Bi-LSTM1, Bi-LSTM2 and Bi-LSTM3, respectively. The M0 or the 

BERT baseline model achieved the best accuracy of 90.7%, where the M2 model or IndoBERT2 

model achieved the best accuracy of 92.3%. The M3 model or IndoBERT3 model achieved the 

best accuracy of 92.1%. Finally, M1 has the best overall accuracy of 92.3%, barely pulling ahead 

of M2’s best accuracy of 92.2%. M1 was trained with a hyperparameter setting of batch size 16, 

the epoch of 2, and the learning rate of 1e-5.  In general, the models trained with IndoBERT 

architectures performed better compared to the models trained with Bi-LSTM architectures. 

Moreover, there are no significant differences between models in the same group (i.e. group of 

models trained by IndoBERT architectures and group of models trained by Bi-LSTM 

architectures). The models trained by the Bi-LSTM architectures still cannot compete with the 

baseline model trained by IndoBERT (M0 model). The best model trained using Bi-LSTM 

architectures achieved the best accuracy score of 84% (Bi-LSTM 1 model or M4 model). However, 

all the models trained with the BERT architectures with IndoBERT embedding models 

outperformed the baseline model trained by IndoBERT (M0 model). The best model trained using 

Bi-LSTM architectures achieved the best accuracy score of 92.3% (IndoBERT1 model or M1 

model). 

 

 

Figure 1. Results – Overall Accuracy 

 

0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94

IndoBERT - Baseline (M0)

IndoBERT1 (M1)

IndoBERT2 (M2)
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Bi-LSTM1 (M4)

Bi-LSTM2 (M5)

Bi-LSTM3 (M6)

Overall Accuracy

Overall Accuracy
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Table 2 demonstrates the results of the experiments, which contains the six emotions plus one 

neutral class and its respective Precision, Recall, and F1 Score denoted by P, R and F1, respectively. 

Even though the baseline model has a pretty good result on classifying the six basic emotions, the 

baseline model ran into trouble when classifying the neutral class. Out of the 238 neutral data 

(tweets) on the test set, it only managed to accurately classify 154 of them, which is just a 75% 

from the total. Nevertheless, we can see that the fine-tuned model has achieved a better precision 

score on classifying the neutral emotion than the baseline model. We also evaluated the fine-tuned 

IndoBERT model against the older Bi-LSTM model, and IndoBERT outperformed it on all aspects 

of the classification, be it the overall accuracy or each class's accuracy. Even though the BERT 

M1's Happy emotion precision score is lower than Bi-LSTM M4's, we can see that the BERT M1's 

has a perfect recall score of 1, showing the model predicted successfully all the actual positive as 

a positive. This is essential in emotion recognition as emotion recognition is the basis for many 

other medical fields, such as stress detection and depression detection, where we care about our 

wrongly classified patients. With the M1's precision being lower than M4's and its recall higher, 

we turn to the F1 score, which shows the harmonic mean between our precision and recall score 

to help us decide which model is better. In this case, the BERT M1's model has a higher F1 score 

rather than its counterpart. So, we can safely assume here that the BERT M1's model is our best 

performing model. 

Table 2. Detailed Overall Training Results 

 
Anger Sadness Happy Disgust Fear Surprised Neutral 

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 

M0 .87 .92 .89 .95 .94 .94 .98 .93 .96 .92 .96 .94 .89 .97 .93 .96 .99 .98 .75 .65 .70 

M1 .92 .94 .93 .90 .98 .94 .91 1 .97 .94 1 .97 .94 .99 .96 .94 .97 .96 .88 .56 .69 

M2 .93 .94 .93 .90 .99 .94 .97 .95 .96 .94 1 .97 .93 .99 .96 .93 .99 .96 .83 .58 .68 

M3 .91 .93 .92 .90 .98 .94 .97 .95 .96 .94 1 .97 .95 .99 .97 .92 .99 .95 .82 .58 .68 

M4 .89 .82 .86 .86 .84 .85 .93 .97 .95 .83 .94 .88 .87 .86 .88 .91 .85 .88 .56 .55 .55 

M5 .84 .84 .89 .85 .87 .86 .92 .92 .92 .85 .84 .85 .84 .88 .86 .85 .93 .89 .60 .58 .59 

M6 .80 .89 .84 .81 .85 .83 .84 .85 .85 .96 .93 .95 .80 .81 .81 .86 .93 .89 .62 .50 .55 
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Figure 2 illustrates the confusion matrix for the best model in this research (i.e. the M1 or 

IndoBERT1 model). The model achieved the highest accuracy of 0.923. However, we can see here 

that the model has reasonably predicted the six basic emotions but fell short on predicting the 

Neutral emotion. This may be due to the model's capabilities in recognizing the sentence's context 

are still low. For example, if a person says "Sudah, ngapain marah mulu", which in English 

translates into "Get over it, there is no need to be angry", the model may classify this as an Angry 

emotion because of the angry keyword in the sentence. 

 

 
Figure 2. The Best Model (M1 / IndoBERT1) Confusion Matrix 

 

This paper presents the research that compares the default IndoBERT model, Fine-tuned 

IndoBERT, and Bi-LSTM model. This experiment used the dataset obtained from scraping the 

Twitter API endpoint. Then, the obtained dataset is annotated by two different annotators. We then 

rate the inter-rater reliability using the Kappa coefficient (𝜅) and manage to achieve a score of 

0.877. We also removed the data where the two annotators disagree, resulting in 7,629 data on the 

six basic emotions plus one neutral emotion class. Hence, this research also contributes a dataset 

in emotions recognition from text in a local language (i.e. Bahasa Indonesia). The dataset will be 

soon published publically, so the community can benefit from the dataset collected and annotated. 

The best performing model can also classify the Disgusted emotion as the best out of all seven 

classes. This may be because there are not many words representing the "disgusted" emotion in 

the Bahasa language. Meanwhile, the model finds it hard to classify the neutral emotion in a 

sentence because the models could not understand the text's context. The model classified and 
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evaluated the precision, recall, and F1 score of 6 emotion classes of 'Anger', 'Disgusted', 'Fear', 

'Happy', 'Sad', 'Surprised' and one neutral class. The evaluation result showed that two IndoBERT 

models (M0 and M1) perform well, with the baseline IndoBERT model (M0) achieved the best 

accuracy of 90.7%, and the fine-tuned IndoBERT model (M1) achieved the best accuracy of 93.8%. 

On the other hand, the best Bi-LSTM model (M4) achieved an accuracy of 84.0%.  

There are two future directions to continue this research. The first one is the dataset collection. In 

the future, we will collect a larger dataset to increase the amount of data that we can train the model 

on and apply better pre-processing to the raw data acquired from social media (e.g., Twitter). The 

other social media platform also can be explored to increase the variation of the data. In addition, 

the possibility of applying new modalities such as speech or image may boost a model's accuracy 

when detecting emotion. The second future research direction is the deep learning architectures 

and embedding models. In the future, we will explore the possibility to automatically select and 

combine the best features from the embedding models. Moreover, several deep learning 

architectures (e.g. Transformer, Bi-LSTM, LSTM, Attention Convolutional Neural Network, and 

Graph Convolutional Neural Network) also can be combined to provide better results. Self-

Supervised Contrastive Learning architectures can be explored to solve the number of the data (i.e. 

augmenting the data). Finally, the emotions recognition models trained in this research also can be 

implemented to an affective system such as Chat Bots or Virtual Humans [19, 21]. 
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