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Abstract: Mitigation is the key to reducing the negative effects caused by air pollution. Forecasting several periods 

into the future is needed to understand the picture of air pollution as a basis for mitigation. Choosing the right 

forecasting method is crucial. This research will evaluate two machine learning methods, namely Recurrent Neural 

Network (RNN) and Long Short-Term Memory (LSTM) for air pollution forecasting. Air pollution data for the Jakarta 

area is the object of research. The data is divided into two parts, namely 80% training data and 20% testing data. Both 

methods were evaluated with Mean Square Error (MSE), Mean Absolute Error (MAE), and Root Mean Square Error 

(RMSE). The best method is the method that has the smallest MSE, MAE, and RMSE values. We experimented with 

a combination of hidden layer and epoch values. The results obtained are that air pollution in the Jakarta area is very 

volatile and is influenced by the COVID-19 pandemic. The correlation between NO2 and CO particles is the highest 

compared to other particles. The RNN method works well on PM10, O3, and NO2 particles. Meanwhile, the LSTM 
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method works well on SO2 and CO particles. The best hidden layer and epoch values are 50 and 150 and 100 and 200. 

Keywords: air pollution; recurrent neural network; long short-term memory; comparison. 

2020 AMS Subject Classification: 68T07. 

 

1. INTRODUCTION 

Air pollution is one of the greatest environmental threats to human health and organisms 

throughout the world [1]. Poor air quality can contribute to more than 6 million deaths a year 

worldwide. The economic losses from air pollution are very large, estimated at US$ 8T or 

equivalent to IDR 123,000 T [1]. Air pollution can be caused by two sources, namely moving and 

non-moving, including the industrial sector, power plants, vehicle emissions, and domestic. The 

Special Region of Jakarta (DKI) is one of the cities in Indonesia, which is ranked 1st as a country 

that has the highest level of air pollution in Southeast Asia, with an annual average PM2.5 

concentration of 36.2 μg/m3 [1]. 

The particles that are a reference for the high and low levels of air pollution in Indonesia are 

Particulates with a diameter of 10 micrometres (µm) (PM10), Sulphur Dioxide (SO2), Ozone (O3), 

Nitrogen dioxide (NO2), and Carbon Monoxide (CO). These particles can come from motorized 

vehicles, industry and human activities [2]. The effects of air pollution in Jakarta are that more 

than 7,000 children experience respiratory problems, 10,000 deaths, and 500 hospitalizations [3]. 

SOX, NOX, CO2, CH4, NH3, TSP, PB, PM10, PM2.5 and Nitrogen are pollutants that contribute 

93.70% of environmental damage due to air pollution [4]. 

Air pollution mitigation needs to be done to prevent the worst possibility. Forecasting air pollution 

in the future is one solution. The accuracy of the forecasting method is very crucial, and the choice 

of method is very important. Methods with high accuracy can produce appropriate mitigation 

decisions. Several studies have applied forecasting to mitigate air pollution disasters [5–7]. 

Various methods have been proposed, including Autoregressive Moving Average (ARIMA), 

Exponential Smoothing, and Vector Autoregressive [8–10]. The ARIMA method can only be used 

on linear data patterns, while pollution data patterns are mostly non-linear [11,12]. The effect is 

poor accuracy in predictions. 

Neural network-based methods are very reliable on data with non-linear patterns. These non-linear 

methods include Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) [13]. 

Alhirmizy et al. [14] applied the LSTM method to predict air pollution in the Spanish city of 

Madrid. This research concludes that the LSTM method works very well in predicting air pollution 
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in the city of Madrid. Experiments comparing the RNN LSTM and ARIMA methods by Tokgöz 

et al. [15] resulted in non-linear methods having superior performance compared to ARIMA. 

Several studies have applied RNN and LSTM methods for forecasting [16–20]. 

Determining the method in forecasting cases is very crucial; a good method will produce the right 

mitigation decisions. This research will investigate the ability of the RNN and LSTM methods to 

predict air pollution in Jakarta. We use four parameter scenarios in the RNN and LSTM methods. 

Determining the best method and scenario is based on the Mean Square Error (MSE), Mean 

Absolute Error (MAE), and Root Mean Square Error (RMSE) values. 

 

2. RESEARCH METHODOLOGY 

The first step is collecting the data from the website (https://data.jakarta.go.id/). The particles 

measured by the air quality monitoring station in the Special Capital Region (DKI) of Jakarta are 

Particulates with a diameter of 10 micrometres (µm) (PM10), Sulphur Dioxide (SO2), Ozone (O3), 

Nitrogen dioxide (NO2), and Carbon Monoxide ( CO). Air quality in DKI Jakarta is measured from 

these five particles. The frequency of data taken is daily, from January 2020 to December 2021. 

Before comparing the performance of the Recurrent Neural Network (RNN) and Long Short-Term 

Memory (LSTM) methods, fill in the missing data by interpolation. The interpolation method 

approach used is average [21]. We average the values across the same day, month and year to fill 

in missing data; this is done for all particles. This method is used for characteristics when 

approached by similar days and months. 

A. Recurrent Neural Networks (RNN) 

The second step is processing the data using the Recurrent Neural Networks (RNN) method. A 

Recurrent Neural Network (RNN) is a type of neural network specifically designed to process data 

sequences with time step indices t ranging from 1 to 𝑛. RNNs can also be thought of as having a 

"memory" that stores details regarding calculations that have already been made [22]. 

Given an input sequence of length 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑇), a general equation for the RNN hidden 

state is as follows[23]: 

  

𝒉𝑡 = {
0, 𝑖𝑓 (𝑡 = 0)

𝜙(ℎ𝑡−1, 𝑥𝑡), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

(1) 

Non-linear function represented by 𝜙. The recurrent hidden state's (𝒉𝑡) updating is accomplished 
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as: 

 

𝒉𝑡 = 𝑔(𝑾𝑥𝑡 + 𝑼𝒉𝑡−1 + 𝒃) (2) 

Hyperbolic tangent function represented by 𝑔. 𝑾 dan 𝑼 describe the weight matrix that can be 

adjusted to the hidden state and data values, and 𝑏 is the bias.  

 

 

 

Figure 1. Basic of RNN [24] 

 

B. Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is another form of RNN that can perform learning on long-

term dependencies [25,26]. This model was introduced by Hochreiter and Schmidhuber in 1997. 

All recurrent neural networks have the form of a series of recurrent neural network modules. LSTM 

also has the same structure but additional features in the form of cell gates. 

 

Figure 2. LSTM Structure [27] 

The LSTM will determine what information to remove from the cell. The forget gate 𝒇𝑡 layer 

makes this decision. This layer will focus on 𝒉𝑡−1 and 𝑥𝑡 to produce an output between 0 and 1. 

Output 0 represents that the information will be forgotten, while output 1 represents that the 

information will not be forgotten. 
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𝒇𝒕 = 𝜎(𝑾𝑓𝑥𝑡 + 𝑼𝑓𝒉𝑡−1 + 𝒃𝑓) (3) 

 

The logistic sigmoid function is played by 𝜎(. ), while 𝑾𝑓, 𝑼𝑓, and 𝒃𝑓 are matrix and vector 

parameters in the forget gate layer. 

 

Figure 3. Forget Layer [27] 

The next step is determining whether the information will be stored in the cell. First, a sigmoid 

layer called the “input gate layer” determines which values will be updated. Next, a 𝑡𝑎𝑛ℎ layer 

creates a vector of new candidate values, 𝒄�̃�, that can be added to the state. These two layers will 

be combined in the next step to update the state. 

 

𝒄�̃�  =  𝑡𝑎𝑛ℎ (𝑾𝑐̃𝑥𝑡 + 𝑼𝑐̃𝒉𝑡−1 + 𝒃𝑐̃) (4) 

 

The 𝒄𝑡 value ranges from -1 to 1. Hyperbolic tangent is represented by 𝑡𝑎𝑛ℎ(. ). Meanwhile, the 

values of 𝑾𝑐̃, 𝑼𝑐̃, and 𝒃𝑐̃ are new parameter matrices and vectors. 

 

𝑖𝑡 = 𝜎(𝑾𝑖𝑥𝑡 + 𝑼𝑖𝒉𝑡−1 + 𝒃𝑖)  (5) 

 

Where 𝑖𝑡 has a value of 0 to 1, 𝑾𝑖, 𝑼𝑖, and 𝒃𝑖 are parameters obtained from the gate input. 

 

Figure 4. Remember Gate Structure [27] 
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Next, the old state will be updated, 𝒄𝑡−1 to the new cell state 𝒄𝑡. Then, 𝒇𝑡 will be multiplied by 

the old state by ignoring previously forgotten information. Then, it is added with 𝒄𝑡. 

 

𝒄𝑡 = 𝒇𝑡 ⊙ 𝒄𝑡−1 + 𝒊𝑡 ⊙ 𝒄�̃�   (6) 

 

 

Figure 5. Update Layer Structure [27] 

The final step is to determine what the output is. First, the sigmoid layer will determine the part of 

the cell that will be removed. Then, the cell will be passed to the 𝑡𝑎𝑛ℎ layer (to force the output 

value between -1 and 1) and multiplied by the output of the sigmoid gate. 

 

𝒐𝑡 = 𝜎(𝑾𝑜𝑥𝑡 + 𝑼𝑜𝒉𝑡−1 + 𝒃𝑜)  (7) 

 

Where 𝑾𝑜, 𝑼𝑜, and 𝒃𝑜 are parameters in the form of a matrix and vector from the gate output. 

𝒐𝑡  is a vector with values 0 to 1. 

 

Figure 6. Output Layer Structure [27] 

 

𝒉𝑡 = tanh (𝑐𝑡) ⊙ 𝒐𝑡  (9) 
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The combination of equations 6 and 7 produces a new hidden state (𝒉𝑡). 

C. Accuracy measure 

After modelling, the next step is to compare the performance of the RNN and LSTM methods. We 

chose three measures of model goodness, namely Mean Square Error (MSE) , Mean Absolute 

Error (MAE), and Root Mean Square Error (RMSE) [28–30].. The formula for the three sizes is 

as follows: 

𝑀𝑆𝐸 =
1

𝑛
∑(�̂�𝑖 − 𝒀𝑖)

2
𝑛

𝑖=1

 (10) 

𝑀𝐴𝐸 =
1

𝑛
∑|�̂�𝑖 − 𝒀𝑖|

𝑛

𝑖=1

 (11) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(�̂�𝑖 − 𝒀𝑖)

2
𝑛

𝑖=1

 (12) 

𝒀𝑖 is a vector of actual values, �̂�𝑖 is a vector of predicted values, and n is the amount of data. The 

method with the smallest MSE, MAE, and RMSE values is best. 

 

3. RESULT AND DISCUSSION 

A. Characteristics of Pollution in Jakarta 

In this research, the characteristics of air pollution in Jakarta need to be known before comparing 

the ability of the RNN and LSTM methods to predict air pollution. Characteristics can be identified 

through measures of central tendency and data graphs. The results of the characteristic analysis are 

method recommendations.  

Figure 7 shows that the air quality in DKI Jakarta generally fluctuates, especially in 2020. The 

COVID-19 phenomenon occurred in early 2020, but the effect on community activities in 

Indonesia occurred at the end of 2020. The policy of limiting activities is a form of preventing 

COVID-19. COVID-19 has a positive impact on air pollution in DIKI Jakarta. Air pollution in 

2021 will decrease significantly, especially O3, SO2 and NO2. The COVID-19 pandemic hurts 

humans but positively impacts the environment, especially air pollution [31]. Fu et al. [32] found 

a significant decrease during the lockdown period, especially NO2 particles. 
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Figure 7. Time Series for Pollutant in DKI Jakarta  

(a) PM10, (b) SO2, (c) O3, (d) NO2, and (e) CO  

 

The maximum values for PM10 and SO2 particles were highest in September 2020, while the lowest 

occurred in March and April 2020. The relationship between PM10 and SO2 particles was 

significant at 0.2. For O3 and NO2 particles, the lowest was in September 2020; the correlation 

between the two was significantly negative at 0.45. The COVID-19 pandemic has significantly 

impacted CO particles; a drastic decrease in March shows this. 

(a) 

(b) 

(c) 

(d) 

(e) 
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Table 1. Descriptive Statistics 

No 
Variable 

(Particle) 
Mean Minimum Maximum 

Standard 

Deviation 

 PM10 47.34 3.00 79.00 15.48 

 SO2 23.68 1.00 106.00 14.24 

 CO 13.33 3.00 87.00 10.05 

 O3 31.80 3.00 107.00 19.60 

 NO2 21.40 4.00 87.00 14.00 

 

B. Correlation Between Particle 

The relationship between particles can be seen in Figure 8. The highest correlation is between CO 

and NO2 particles at 0.62. These two particles simultaneously come out of the combustion of motor 

vehicles. Meanwhile, the correlation between O3 and NO2 is significantly negative, caused by 

different data fluctuations between the two particles. Particles that have an insignificant 

relationship are PM10 and NO2 as well as SO2 and CO. 

 

Figure 8. Matrix Correlation 

We enter the core of this research, namely the performance comparison between the RNN and 

LSTM methods. Analysis of the performance of the RNN and LSTM methods was carried out 

univariately on each air pollution particle. We determined the hidden layers to be 50 and 150, while 

the Epoch values used were 100 and 200. The evaluation was carried out by looking at the most 
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miniature Mean Square Error (MSE), Mean Absolute Error (MAE), and Root Mean Square Error 

(RMSE) values. 

C. Comparison of RNN and LSTM Performance 

We start the comparison by setting the Hidden Layer values at 50 and 150 while the epoch values 

are 100 and 200. The Hidden Layer and epoch values will be combined to obtain good accuracy 

for the RNN and LSTM methods. We use Adam optimization to get the best parameters. 

Table 2. RNN vs LSTM Performance Comparison 

No Particle Methods Hidden Layer Epoch MSE MAE RMSE 

1 PM10 

RNN 

50 100 0.015399 0.094899 0.124095 

50 200 0.015759 0.096241 0.125536 

150 100 0.015476 0.098598 0.124404 

150 200 0.015632 0.097281 0.125029 

LSTM 

50 100 0.018927 0.111265 0.137575 

50 200 0.017463 0.104785 0.132148 

150 100 0.017988 0.107047 0.134118 

150 200 0.017262 0.104443 0.131385 

2 SO2 

RNN 

50 100 0.003145 0.036910 0.056079 

50 200 0.003103 0.035965 0.055703 

150 100 0.003193 0.035882 0.056503 

150 200 0.003227 0.036765 0.056804 

LSTM 

50 100 0.003569 0.037355 0.059738 

50 200 0.003091 0.034827 0.055598 

150 100 0.003019 0.034445 0.054949 

150 200 0.003186 0.035381 0.056441 

3 NO2 

RNN 

50 100 0.007742 0.060401 0.087991 

50 200 0.007723 0.059858 0.087880 

150 100 0.007853 0.060330 0.088615 

150 200 0.007611 0.059039 0.087243 

LSTM 

50 100 0.009305 0.069454 0.096464 

50 200 0.008131 0.066655 0.090171 

150 100 0.008540 0.066764 0.092412 

150 200 0.007830 0.062725 0.088490 
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No Particle Methods Hidden Layer Epoch MSE MAE RMSE 

4 O3 

RNN 

50 100 0.002490 0.039568 0.049900 

50 200 0.002643 0.041272 0.051407 

150 100 0.002569 0.040457 0.050690 

150 200 0.002350 0.037817 0.048480 

LSTM 

50 100 0.002993 0.044957 0.054710 

50 200 0.002851 0.043534 0.053398 

150 100 0.002943 0.044288 0.054246 

150 200 0.002591 0.041245 0.050899 

5 CO 

RNN 

50 100 0.002046   0.034828   0.045230 

50 200 0.002092   0.035464   0.045734 

150 100 0.002086   0.036342   0.045678 

150 200 0.002193   0.038081   0.046829 

LSTM 

50 100 0.002168   0.037474   0.046565 

50 200 0.001955   0.034319   0.044211 

150 100 0.001978   0.035577   0.044470 

150 200 0.001886   0.034077   0.043430 

 

 

Based on Table 2, the RNN method generally performs better than the LSTM method, except for 

CO and SO2 particles. Hidden Layer 50 and Epoch 100 are the best parameters for PM10 and O3 

particles. For particle NO2, the best RNN parameters are hidden layer 150 and epoch 200. For 

LSTM parameters for particles CO and SO2, the best hidden layer is 150, while the best epoch is 

100 and 200.  

 

 

 

 

 

 

 

 



12 

FATKHUROKHMAN FAUZI, ROCHDI WASONO, IQBAL KHARISUDIN 

 

 

 

 

 

Figure 9. Comparing Between Original dataset and RNN, LSTM Prediction (a) PM10 (b) SO2 (c) 

NO2 (d) O3 (e) CO 

 

The RNN method followed the original data pattern better than the LSTM method for PM10, NO2, 

and O3 particles. For PM10 particles, the LSTM method cannot follow the data pattern well. 

Meanwhile, for NO2 and O3 particles, the LSTM method follows the original data pattern quite 

well, but it does not work in extreme situations. The results in Figure 9 are in line with the results 

in Table 2. 

 

(a) (b) 

(c) (d) 

(e) 
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4. CONCLUSION 

Pollution in Jakarta fluctuated at the beginning of 2020, decreasing significantly at the end 2020 

due to the lockdown. However, PM10 particles have different conditions, with extreme fluctuations 

throughout 2020-2021. NO2 and CO have the strongest correlation between particles. The RNN 

method works better than the LSTM method on three particles (PM10, O3, and NO2), while the 

LSTM method works well on SO2 and CO particles. The best hidden layers are 50 and 150, while 

the best epochs are 100 and 200. For further research, hybrid methods need to be applied to 

improve performance. 
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