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Abstract. In ecosystems, the harvesting effect is crucial for maintaining predator-prey relationships. The goal

of this study is to look into the complexity of a discrete-time predator-prey system with a harvesting effect. The

occurrence and stability of fixed points, as well as period-doubling and Neimark-Sacker bifurcations, are all inves-

tigated in this study. The system’s bifurcating and fluctuating behavior can be controlled via feedback and hybrid

control approaches. Furthermore, numerical simulations are employed as evidence to support our theoretical find-

ings. It has been discovered that the harvesting effect can have a major impact on the dynamics of the predator-prey

system. The predator and prey populations can benefit or be harmed depending on the intensity of harvesting.
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1. INTRODUCTION

The relationship between predators and their prey has been an integral subject in the fields

of ecology and mathematical ecology, owing to its widespread occurrence and significance.

Efforts have been made to comprehend and elucidate predator-prey interactions via the devel-

opment and analysis of mathematical systems. Lotka [1] and Volterra [2] devised a foundational
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predator-prey system including two species. Over the course of time, numerous scholars have

made improvements to this particular system with the intention of providing a more accurate

explanation and improving understanding. This is due to its shortcomings in fitting various

real-life situations and complexities [3, 4, 5, 6, 7, 8].

Several studies have employed the logistic map as a tool to demonstrate the growth of prey

species [9, 10, 11, 12]. However, a dearth of scholarly investigations exists regarding the sta-

bility analysis of a discrete predator-prey system that integrates prey growth via a Ricker map

[13, 14, 15]. The Ricker map exhibits a population growth pattern that can be approximated

as exponential in nature. Nevertheless, it is observed that as the population size expands, the

rate of population growth tends to decline. Over time, the population stabilizes at a plateau and

demonstrates variations around an average value.

The functional response is a crucial factor in the population dynamics of predator-prey inter-

actions. A functional response refers to the quantification of the consumption rate of prey per

predator. There are various kinds of functional responses that have been identified in the liter-

ature. These include Holling I-III [16], ratio-dependent [17], Beddington-DeAngelis [18, 19],

Crowley-Martin [20], and square root [21].

When considering the modeling of dynamical systems, it is customary for such systems to

be shown in one of two manners: i) as continuous-time systems, which are characterized by

differential equations, or ii) as discrete-time systems, which are characterized by difference

equations. Over the course of time, researchers have undertaken comprehensive inquiries into

the nonlinear dynamic characteristics displayed by continuous systems. In recent times, there

has been a notable surge in the scholarly interest in discrete-time systems, as evidenced by the

considerable attention given by many scholars [22, 23, 24, 25]. This is due to the fact that dis-

crete systems exhibit greater efficiency in non-overlapping generation compared to continuous

systems. One of the benefits of discrete-time systems is their ability to facilitate the acquisi-

tion of numerical solutions. Moreover, a massive number of studies indicates that discrete-time

systems may exhibit more complicated dynamics compared to their continuous-time counter-

parts [26, 27, 28, 29, 30, 31, 32, 33]. Therefore, discrete systems possess more attraction in

comparison to continuous systems.
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There exist two distinct techniques for acquiring a discrete system. One approach is initially

examining a continuous system and subsequently transforming it into a discrete system by the

utilization of several techniques, including the Euler technique [34, 35, 36, 37, 38] and the

piecewise constant argument method [39, 40, 41, 42]. Conversely, we initiate the study directly

by considering the discrete system. Hamada et al. [43] investigated the following discrete

predator-prey system that incorporates a Ricker type growth function:

(1)


xn+1 = rxne1−xn− bx2

nyn
1+x2

n
,

yn+1 =
bx2

nyn
1+x2

n
,

where xn represents the density of prey, yn is the density of predators, r > 0 indicates the rate

at which the prey population rises, and b > 0 represents the maximum value that the prey’s per

capita drop rate may attain.

The influence of harvesting on the dynamics of a predator-prey system is widely acknowl-

edged. The primary objective of a harvesting system is to ascertain the maximum harvestable

quantity while avoiding significant detrimental impacts on the population being harvested. Pop-

ulation harvesting is a prevalent practice in the fields of forestry, fishing, and wildlife manage-

ment. Over the past few years, various methods of harvesting have been developed and ex-

amined, including constant harvesting, proportional harvesting, and nonlinear harvesting. The

impact of harvesting on the dynamics of predator-prey systems has been extensively studied in

a number of scholarly works [44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58].

As a result of the preceding discussion, we naturally need to know: what happens to the

dynamical properties when a harvesting effect is added to the prey population in system (1)?

As a result, we extend system (1) by including a harvesting effect on the prey population. As a

result, the modified system is given as follows:

(2)


xn+1 = rxne1−xn− bx2

nyn
1+x2

n
−hxn,

yn+1 =
bx2

nyn
1+x2

n
,

where h is the harvesting rate.

The subsequent sections of the paper are structured in the following manner: The focus of

Section 2 is to examine the existence and topological categorization of fixed points. Section
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3 delves into the bifurcation analysis of the period-doubling (PD) and Neimark-Sacker (NS)

phenomena at the positive fixed point. Section 4 employs two control methodologies in order

to effectively regulate bifurcations and chaos. In order to validate and explicate the theoretical

findings, numerical examples are presented in Section 5. Finally, the analysis conducted in this

study is summarized in Section 6.

2. TOPOLGICAL CLASSIFICATION OF FIXED POINTS

The understanding the stability of the fixed points holds significant importance within the

context of a predator-prey system. The fixed points represent equilibrium states wherein the

populations of predators and prey have achieved a condition of balance. By conducting an anal-

ysis of their stability, we are able to make predictions about the long-term patterns exhibited by

these ecological systems, gaining a deeper understanding of the various factors that contribute

to the overall dynamics of the ecosystem.

2.1. Existence of Fixed Points. The fixed points for system (2) can be obtained by solving

the following system:

(3)


x = rxe1−x− bx2y

1+x2 −hx,

y = bx2y
1+x2 ,

for x and y. It is obtained that system (2) has three fixed points E0 = (0,0),E1 = (1 +

ln( r
1+h),0) and

E2 =

(
1√

b−1
,
−1−h+ re1− 1√

b−1
√

b−1

)
.

The trivial fixed point E0 = (0,0) always exists. The predator-free fixed point E1 = (1+

ln( r
1+h),0) exists if r > 1+h

e . The coexistence fixed point E2 =

(
1√
b−1

, −1−h+re
1− 1√

b−1√
b−1

)
exists

if b > 1 and r > (1+h)e−1+ 1√
b−1 .

2.2. Stability of Fixed Points. To classify the fixed points, we employ the following results.

Lemma 2.1. [59] Let Λ(ξ ) = ξ 2 + K1ξ + K0 be the characteristic polynomial of Jacobian

matrix computed at fixed point (x,y) and ξ1,ξ2 satisfy Λ(ξ ) = 0, then (x,y) is a

(1) sink (locally asymptotically stable (LAS)) when |ξ1|< 1 along with |ξ2|< 1,
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(2) source when |ξ1|> 1 along with |ξ2|> 1,

(3) saddle point (SP) when |ξ1|< 1∧|ξ2|> 1 (or |ξ1|> 1∧|ξ2|< 1),

(4) non-hyperbolic point (NHP) when the absolute value of either of ξ1 and ξ2 is one.

Lemma 2.2. [59]

Consider the quadratic function Λ(ξ ) = ξ 2+K1ξ +K0. Suppose that Λ(1)> 0. If ξ1 and ξ2

both satisfy the equation Λ(ξ ) = 0, then

(1) |ξ1|< 1 along with |ξ2|< 1 if Λ(−1)> 0∧K0 < 1,

(2) |ξ1|< 1∧|ξ2|> 1 (or |ξ1|> 1∧|ξ2|< 1) if Λ(−1)< 0,

(3) |ξ1,2|> 1 if Λ(−1)> 0∧K0 > 1,

(4) |ξ2| 6= 1∧ξ1 =−1 if Λ(−1) = 0∧K1 6= 0,2,

(5) ξ1,ξ2 ∈ C along with |ξ1,2|= 1 if K2
1 −4K0 < 0∧K0 = 1.

Through simple computations, one can obtain the Jacobian matrix at an arbitrary fixed point

(x,y) as follows:

J(x,y) =

−e1−xr(−1+ x)− h(1+x2)2+2bxy
(1+x2)2 − bx2

1+x2

2bxy
(1+x2)2

bx2

1+x2

 .
The Jacobian matrix of system (2) computed at E0 is shown as follows:

J(E0) =

−h+ er 0

0 0

 .
Also, the Jacobian matrix at E1 is given by

J(E1) =

−h− (1+h)ln( r
1+h) − b(1+ln( r

1+h ))
2

1+(1+ln( r
1+h ))

2

0
b(1+ln( r

1+h ))
2

1+(1+ln( r
1+h ))

2

 .
Proposition 2.3. The trivial fixed point E0 is a

(1) LAS if any one of the following conditions satisfies:

(i) 0 < h≤ 1 and 0 < r < 1+h
e ,

(ii) h > 1 and −1+h
e < r < 1+h

e ,

(2) SP if any one of the following conditions satisfies:

(i) 0 < h≤ 1 and r > 1+h
e ,
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(ii) h > 1 and 0 < r < −1+h
e ,

(iii) h > 1 and r > 1+h
e ,

(3) NHP if any one of the following conditions satisfies:

(i) 0 < h≤ 1 and r = 1+h
e ,

(ii) h > 1 and r = −1+h
e ,

(iii) h > 1 and r = 1+h
e .

Proposition 2.4. Assume that ω1 = e−1+ 1√
b−1 (1+h) and ω2 = e

1−h
1+h (1+h). The fixed point E1

is

(1) LAS if any one of the following conditions satisfies:

(i) 0 < b≤ 1 and 1+h
e < r < ω2,

(ii) b > 1 and 1+h
e < r < min{ω1,ω2},

(2) source if b > 1 and r > max{ω1,ω2},

(3) SP if any one of the following conditions satisfies:

(i) 0 < b≤ 1 and r > max{1+h
e ,ω2},

(ii) b > 1 and max{1+h
e ,ω2}< r < ω1,

(iii) b > 1 and max{1+h
e ,ω1}< r < ω2,

(4) NHP if any one of the following conditions satisfies:

(i) b > 1 and r = ω1,

(ii) r = ω2.

Next, we classify the positive fixed point E2 of system (2) according to the above Jacobian

matrix and Lemma 2.2. We obtain

(4) J(E2) =

a11 −1

a21 1

 ,
where

a11 =
−2−2h+2e1− 1√

−1+b r+b(2+h+(−1− 1√
−1+b

)e1− 1√
−1+b r)

b
,

a21 =
2(−1+b)(−1−h+ e1− 1√

−1+b r)
b

.
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The characteristic polynomial of J(E2) is

Λ(ξ ) = ξ
2 +K1ξ +K0,

where

K1 =
2+2h−2e1− 1√

−1+b r+b(−3−h+(1+ 1√
−1+b

)e1− 1√
−1+b r)

b
,

K0 =−h+
(−1+

√
−1+b)e1− 1√

−1+b r√
−1+b

.

It can be obtained through calculations that

Λ(0) =−h+
(−1+

√
−1+b)e1− 1√

−1+b r√
−1+b

,

Λ(−1) =−
2(1+h− e1− 1√

−1+b r+b(−2+ e
1− 1√

−1+b r√
−1+b

))

b
,

Λ(1) =
2(−1+b)(−1−h+ e1− 1√

−1+b r)
b

.

Theorem 2.5. Assume that h1 = re1− 1√
−1+b − b(−2 + e

1− 1√
−1+b r√
−1+b

) − 1 and h2 =

r(−1+
√
−1+b)e

1− 1√
−1+b

√
−1+b

−1. The positive fixed point

(1) E2 is LAS if h2 < h < h1,

(2) E2 is a source if h < min{h1,h2},

(3) E2 is a SP if h > h1,

(4) E2 is NHP and experiences PD bifurcation if h = h1 and

r 6= 2
√

b−1

e1− 1√
−1+b

,
2b

√
b−1e1− 1√

−1+b

,

(5) E2 is NHP and experiences NS bifurcation if h = h2 and

b−2

2
√

b−1e1− 1√
−1+b

< r <
5b−2

2
√

b−1e1− 1√
−1+b

.
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3. BIFURCATION ANALYSIS

This section is focused on conducting a comprehensive investigation of the bifurcation phe-

nomenon involving PD and NS bifurcation in system (2) at the positive fixed point E2. In

order to obtain a thorough treatment of bifurcation analysis, we recommend that readers re-

fer to [60, 61]. The bifurcation holds significant implications for the dynamics of the system,

shedding light on scenarios where even slight modifications to parameters yield substantial al-

terations in the dynamics of predator-prey relationships. In addition, gaining knowledge about

PD and NS bifurcations contributes to a deeper comprehension of ecosystem dynamics. This

understanding, in turn, facilitates the formulation of effective conservation and management

strategies aimed at sustaining the enduring coexistence of predator and prey populations. This

study initiates by investigating the PD bifurcation at E2 based on condition (4) as presented in

Theorem 2.5. By applying a small perturbation δ (|δ |≪ 1) to the bifurcation parameter around

the critical value h1, system (2) is changed to

(5)


xn+1 = rxne1−xn− bx2

nyn
1+x2

n
− (h+δ )xn,

yn+1 =
bx2

nyn
1+x2

n
.

We transform the fixed point E2 to the origin by considering the change of variables un =

xn− 1√
b−1

, vn = yn− −1−h+re
1− 1√

b−1√
b−1

. After substituting h = h1, system (5) is transformed into

the following form:

(6)

un+1

vn+1

=

−3+2b−
√
−1+be1− 1√

−1+b r −1

4−4b+2
√
−1+be1− 1√

−1+b r 1


un

vn

+
F(un,vn,δ )

G(un,vn,δ )

 ,
where

F(un,vn,δ ) = a1u2
n +a2u3

n +a3unvn +a4u2
nvn +a5unδ +a6u2

nδ +O((|un|+ |vn|+ |δ |)4),

G(un,vn,δ ) = b1u2
n +b2u3

n +b3unvn +b4u2
nvn +b5unδ +b6u2

nδ +O((|un|+ |vn|+ |δ |)4),

a1 =
4(−4+b)(−1+b)3/2 + (8+(−16+

√
−1+b)b+10b2−2b3)e

1− 1√
−1+b r

−1+b

2b
,

a2 =
−48(−2+b)(−1+b)2 + (−48+120b+(−97+3

√
−1+b)b2+24b3)e

1− 1√
−1+b r√

−1+b

6b2 ,
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a3 =−
2(−1+b)3/2

b
,

a4 =−
(−4+b)(−1+b)2

b2 ,

a5 =
(−2+b)

b
,

a6 =
(−4+b)(−1+b)3/2

b2 ,

b1 =−
(−4+b)(−1+b)e−

1√
−1+b (2

√
−1+be

1√
−1+b − er)

b
,

b2 =
4(−2+b)(−1+b)3/2e−

1√
−1+b (2

√
−1+be

1√
−1+b − er)

b2 ,

b3 =
2(−1+b)3/2

b
,

b4 =
(−4+b)(−1+b)2

b2 ,

b5 =−2+
2
b
,

b6 =−
(−4+b)(−1+b)3/2

b2 .

Next, system (6) is diagonalized through the consideration of the following transformation:

(7)

un

vn

=


e

1√
−1+b

−2e
1√
−1+b +2be

1√
−1+b−

√
−1+ber

−1
2

1 1


Xn

Yn

 ,
Upon applying the mapping (7), the system (6) undergoes the alteration as follows:

(8)

Xn+1

Yn+1

=

−1 0

0 ξ


Xn

Yn

+
Γ(Xn,Yn,δ )

ϒ(Xn,Yn,δ )

 ,
where

ξ =−1+2b−
√
−1+be1− 1√

−1+b r,

Γ(Xn,Yn,δ ) = c1XnYn + c2Y 3
n + c3Y 2

n + c4X2
n + c5X3

n + c6X2
n Yn + c7XnY 2

n + c8Ynδ

+ c9XnYnδ + c10X2
n δ + c11Y 2

n δ + c12Xnδ +O((|Xn|+ |Yn|+ |δ |)4),

ϒ(Xn,Yn,δ ) = d1XnYn +d2Y 2
n +d3X2

n +d4Y 3
n +d5XnY 2

n +d6X2
n Yn +d7X3

n +d8Y 2
n δ
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+d9X2
n δ +d10XnYnδ +d11Ynδ +d12Xnδ +O((|Xn|+ |Yn|+ |δ |)4),

where the values of coefficients are given in Appendix A. Next, assume that QC be the center

manifold of (8) intended at origin in a close neighborhood of δ = 0. It can be approximated as

follows:

QC =

{
(Xn,Yn,δ ) ∈ R3

+

∣∣∣∣Yn = p1X2
n + p2Xnδ + p3δ

2 +O((|Xn|+ |δ |)3)

}
,

where

p1 =
d3

1−ξ
, p2 =−

d12

1+ξ
, p3 = 0.

As a result, system (8) is limited to QC in the manner as follows:

F̃ := en+1 =−Xn + c4X2
n + c12Xnδ +

(
c5−

c1d3

−1+ξ

)
X3

n +

(
c10−

c8d3

−1+ξ
− c1d12

1+ξ

)
X2

n δ

− c8d12

1+ξ
Xnδ

2 +O
(
(|Xn|+ |δ |)4

)
.(9)

For the function (9) to go through PD bifurcation, it is necessary that the following two

quantities possesses non-zero values:

l1 = F̃δ F̃XnXn +2F̃Xnδ

∣∣∣∣
(0,0)

= 2c12,(10)

l2 =
1
2
(F̃XnXn)

2 +
1
3

F̃XnXnXn

∣∣∣∣
(0,0)

= 2
(

c2
4 + c5−

c1d3

−1+ξ

)
.(11)

From the previous discussion, we get the following theorem:

Theorem 3.1. Assume that condition (4) of Theorem 2.5 is true. System (2) experiences a

PD bifurcation at E2 if l1, l2 given in (10) and (11) are non-zero and h fluctuates in a close

neighborhood of

h1 = re1− 1√
−1+b −b(−2+

e1− 1√
−1+b r√
−1+b

)−1.

Moreover, if l2 > 0 (respectively l2 < 0), then a period-2 orbit of the system (2) emerges and

it is stable (respectively, unstable).
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Next, we proceed to investigate the NS bifurcation at E2 under condition (5) stated in Theo-

rem 2.5. By applying a small perturbation δ (|δ |≪ 1) to the bifurcation parameter around the

critical value h2, system (2) is changed to

(12)


xn+1 = rxne1−xn− bx2

nyn
1+x2

n
− (h+δ )xn,

yn+1 =
bx2

nyn
1+x2

n
.

We transform the fixed point E2 to the origin by considering the change of variables un =

xn− 1√
b−1

, vn = yn− −1−h+re
1− 1√

b−1√
b−1

. After substituting h = h2, system (12) is transformed into

the following form:

(13)

un+1

vn+1

=


b+ 2e

1− 1√
−1+b r√
−1+b

− 2be
1− 1√

−1+b r√
−1+b

−2δ+bδ

b −1

2(
√
−1+be

1− 1√
−1+b r+δ−bδ )

b 1


un

vn

+
F(un,vn)

G(un,vn)

 ,
where

F(un,vn) = a1unvn +a2u2
nvn +a3u2

n +a4u3
n +O((|un|+ |vn|)4),

G(un,vn) = b1unvn +b2u2
nvn +b3u2

n +b4u3
n +O((|un|+ |vn|)4),

a1 =−
2(−1+b)3/2

b
,

a2 =−
(−4+b)(−1+b)2

b2 ,

a3 =
( (8−18b+(14+

√
−1+b)b2−4b3)e

1− 1√
−1+b r

−1+b +2(−4+b)(−1+b)3/2δ )

2b2 ,

a4 =
( (−48+120b−96b2+(23+3

√
−1+b)b3)e

1− 1√
−1+b r√

−1+b
−24(−2+b)(−1+b)2δ )

6b3 ,

b1 =
2(−1+b)3/2

b
,

b2 =
(−4+b)(−1+b)2

b2 ,

b3 =
(−4+b)(−1+b)e−

1√
−1+b (er−

√
−1+be

1√
−1+b δ )

b2 ,

b4 =
4(−2+b)(−1+b)3/2e−

1√
−1+b (−er+

√
−1+be

1√
−1+b δ )

b3 .
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The characteristic equation of the Jacobian matrix of system (13) estimated at origin is

(14) ξ
2−α(δ )ξ +β (δ ) = 0,

where

α(δ ) = 2+δ − 2(
√
−1+be1− 1√

−1+b r+δ )

b
,

β (δ ) = 1−δ .

The complex solutions for (14) are calculated as:

(15) ξ1,2 =
α(δ )

2
± i

2

√
4β (δ )−α2(δ ).

Moreover, we obtain (
d|ξ1|
dδ

)
δ=0

=

(
d|ξ2|
dδ

)
δ=0

=−1
2
< 0.

Additionally, it is required that ξ i
1,2 6= 1 when δ = 0 for i = 1,2,3,4, which corresponds to

α(0) 6=−2,2,0,1. We obtain

α(0) = 2− 2
√
−1+be1− 1√

−1+b r
b

< 2.

Moreover, α(0) 6=−2,0,1 is equivalent to

(16) r 6= 2be−1+ 1√
b−1

√
b−1

,
be−1+ 1√

b−1
√

b−1
,
be−1+ 1√

b−1

2
√

b−1
.

Next, to change (13) into normal form at δ = 0, we use the following similarity transforma-

tion:

(17)

un

vn

=

 −1 0

√
−1+be

1− 1√
−1+b r

b −1
2

√
4− (2− 2

√
−1+be

1− 1√
−1+b r

b )2


Xn

Yn

 .
Upon application of the mapping (17), system (13) takes the following form:
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(18)Xn+1

Yn+1

=

1−
√
−1+be

1− 1√
−1+b r

b −1
2

√
4− (2− 2

√
−1+be

1− 1√
−1+b r

b )2

1−
√
−1+be

1− 1√
−1+b r

b
1
2

√
4− (2− 2

√
−1+be

1− 1√
−1+b r

b )2


Xn

Yn

+
Γ(Xn,Yn)

ϒ(Xn,Yn)

 ,
where

Γ(Xn,Yn) = c1X2
n + c2X3

n + c3XnYn + c4X2
n Yn +O((|Xn|+ |Yn|)4),

ϒ(Xn,Yn) = d1XnYn +d2X2
n Yn +d3X2

n +d4X3
n +O((|Xn|+ |Yn|)4),

where the values of coefficients are given in Appendix B. Then map (18) can undergo NS

bifurcation if the following quantity is non-zero:

(19) L =

(
−Re

(
(1−2ξ1)ξ

2
2

1−ξ1
τ20τ11

)
− 1

2
|τ11|2−|τ02|2 +Re(ξ2τ21)

)
δ=0

,

where

τ20 =
1
8

(
ΓXnXn−ΓYnYn +2ϒXnYn + i(ϒXnXn−ϒYnYn−2ΓXnYn)

)
,

τ11 =
1
4

(
ΓXnXn +ΓYnYn + i(ϒXnXn +ϒYnYn)

)
,

τ02 =
1
8

(
ΓXnXn−ΓYnYn−2ϒXnYn + i(ϒXnXn−ϒYnYn +2ΓXnYn)

)
,

τ21 =
1
16

(
ΓXnXnXn +ΓXnYnYn +ϒXnXnYn +ϒYnYnYn + i(ϒXnXnXn +ϒXnYnYn−ΓXnXnYn−ΓYnYnYn)

)
.

Therefore, the result derived from the above analysis is as follows:

Theorem 3.2. Suppose that condition (5) of Theorem 2.5 holds true. If the condition (16) is sat-

isfied and L given in (19) holds a non-zero value, then system (2) experiences NS bifurcation at

E2 as long as h fluctuates in a close neighbourhood of h2 =
r(−1+

√
−1+b)e

1− 1√
−1+b

√
−1+b

−1. Further-

more, in instances where L is negative (alternatively, positive), the NS bifurcation encountered

in system (2) at E2 is categorized as supercritical (subcritical), giving rise to the presence of a

unique closed invariant curve originating from E2 that is attracting (repelling).
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4. CHAOS CONTROL

The aim of optimizing dynamical systems in order to meet particular performance criteria

and minimize chaotic behavior is a highly desirable objective. Chaos control techniques are

extensively employed in several fields of applied research and engineering. Historically, bi-

furcations and unstable oscillations have been regarded in a negative light within the field of

mathematical biology due to their detrimental impact on the reproductive capacity of biological

populations. It is possible to design a controller that may modify the bifurcation features of a

nonlinear system in order to achieve specific desired dynamical attributes and effectively control

chaos under the effects of PD and NS bifurcations. Multiple strategies exist for the purpose of

managing chaos in a discrete-time system. This section is dedicated to examining two distinct

control methods, namely state feedback control and hybrid control approaches.

Initially, the state feedback control strategy, as described in references [62, 63], is employed

to regulate the chaotic behavior of the system (2). The suggested methodology entails the

conversion of the chaotic system into a piecewise linear system in order to obtain an optimal

controller that effectively reduces the upper limit. Following this, the problem of optimization

is carried out subject to certain constraints. The technique described above is utilized in order

to attain stabilization of chaotic orbits situated at an unstable fixed point within the system (2).

The controlled system under consideration for this purpose is as follows:

(20)


xn+1 = rxne1−xn− bx2

nyn
1+x2

n
−hxn−Un,

yn+1 =
bx2

nyn
1+x2

n
,

where Un = κ1

(
xn− 1√

b−1

)
+κ2

(
yn− −1−h+re

1− 1√
b−1√

b−1

)
is the feedback controlling force with

feedback gains κ1 and κ2. Through simple calculations, it is obtained that for system (20) we

have

(21) J(E2) =


−2(1+h)+b(2+h−κ1)− (−2

√
−1+b+b+

√
−1+bb)e

1− 1√
−1+b r√

−1+b
b −1−κ2

−2(−1+b)e
− 1√
−1+b (e

1√
−1+b (1+h)−er)

b 1

 .
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The matrix J(E2) has the following characteristic equation:

(22) ξ
2 +K1ξ +K0 = 0,

where

K1 =
2+2h−2e1− 1√

−1+b r+b(−3−h+κ1 + e1− 1√
−1+b r+ e

1− 1√
−1+b r√
−1+b

)

b
,

K0 =−h−κ1−2κ2−2hκ2 +
2(1+h)κ2

b
− 2e1− 1√

−1+b κ2r
b

+
e1− 1√

−1+b (−1+
√
−1+b+2

√
−1+bκ2)r√

−1+b
.

Let ξ1 and ξ2 be the roots of (22), then we have

ξ1 +ξ2 =−
2+2h−2e1− 1√

−1+b r+b(−3−h+κ1 + e1− 1√
−1+b r+ e

1− 1√
−1+b r√
−1+b

)

b
,(23)

ξ1ξ2 =−h−κ1−2κ2−2hκ2 +
2(1+h)κ2

b
− 2e1− 1√

−1+b κ2r
b

(24)

+
e1− 1√

−1+b (−1+
√
−1+b+2

√
−1+bκ2)r√

−1+b
.(25)

Then, the lines of marginal stability are derived by solving ξ1 = ±1 and ξ1ξ2 = 1. These

conditions ensure that |ξ1,2|< 1. Assume that ξ1ξ2 = 1, then equation (25) implies that

(26)

L1 :−κ1−
(

2(−1+b)e−
1√
−1+b (e

1√
−1+b (1+h)− er)

b

)
κ2−1−h+e1− 1√

−1+b (r− r√
−1+b

) = 0.

Next, we take ξ1 = 1 and utilizing equations (23) and (25), we obtain

(27) L2 : κ2 =−1.

Next, we take ξ1 =−1 and utilizing equations (23) and (25), we obtain

(28) L3 :−2κ1 +

(
− 2(−1+b)e−

1√
−1+b (e

1√
−1+b (1+h)− er)

b

)
κ2 +L30 = 0,

where

L30 =−
2(1+h− e1− 1√

−1+b r+b(−2+ e
1− 1√

−1+b r√
−1+b

))

b
.



16 M. IMRAN, M. B. ALMATRAFI, R. AHMED

The stable eigenvalues are enclosed within the triangular region bounded L1,L2, and L3.

Next, we apply the hybrid control approach [64] for controlling chaos through both types

of bifurcation effects. The hybrid control technique refers to a methodology that integrates

the utilization of state feedback and parameter adjustment in order to achieve stabilization of

unstable periodic orbits that are present within the chaotic attractor of a given system. The

controlled system of (2), when hybrid control approach is used, becomes

(29)


xn+1 = ρ

(
rxne1−xn− bx2

nyn
1+x2

n
−hxn

)
+(1−ρ)xn,

yn+1 =
ρbx2

nyn
1+x2

n
+(1−ρ)yn,

where ρ ∈ (0,1) is the control parameter. The same fixed points are shared by system (29) and

system (2). We obtain

(30) J(E2) =

1+
((−2+b)(1+h)− (−2

√
−1+b+b+

√
−1+bb)e

1− 1√
−1+b r√

−1+b
)ρ

b −ρ

−2(−1+b)e
− 1√
−1+b (e

1√
−1+b (1+h)−er)ρ

b 1

 ,

then, its characteristic equation is as follows:

(31) ξ
2 +K1ξ +K0 = 0,

where

K1 =−2+
(−(−2+b)(1+h)+ (−2

√
−1+b+b+

√
−1+bb)e

1− 1√
−1+b r√

−1+b
)ρ

b
,

K0 =
1√
−1+bb

e−
1√
−1+b

(
2
√
−1+b(e

1√
−1+b (1+h)− er)(−1+ρ)ρ

+b(erρ(−1−
√
−1+b+2

√
−1+bρ)+

√
−1+be

1√
−1+b (1+(1+h)ρ−2(1+h)ρ2))

)
.

Theorem 4.1. The fixed point E2 of the controlled system (29) is LAS if

|K1|< 1+K0 < 2.
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5. NUMERICAL EXAMPLES

In this section, we substantiate our theoretical findings for system (2) by the use of numer-

ical simulations. The numerical simulations will involve the representation of bifurcation dia-

grams, phase portraits, time series plots, and graphs depicting the maximum Lyapunov exponent

(MLE).

We assume that r = 2.7,b = 4.5. Then, system (2) experiences both PD bifurcation and NS

bifurcation as h varies in small neighborhoods of h1≈ 1.956299 and h2≈ 1.00178, respectively.

The positive fixed point is obtained as E2 = (0.534522,0.718501) for h = h1. The eigenvalues

of J(E2) are ξ1 =−1 and ξ2 =−0.045483 with |ξ2| 6= 1. The bifurcation diagrams of system (2)

are given in Figures 1a and 1b, while the MLE is plotted in Figure 1c by using initial conditions

x0 = 0.55 and y0 = 0.75 and varying h ∈ [1.90,2.80].

Moreover, the positive fixed point is obtained as E2 = (0.534522,1.22871) for h = h2. The

eigenvalues of J(E2) are ξ1,2 =−0.787885±0.615822i with |ξ1,2|= 1. Moreover, some careful

calculations give

τ20 = 0.153152+0.293762i,τ11 =−0.84014+1.4836i,

τ02 =−0.993291+1.18984i,τ21 = 2.001+3.68923i.

Thus, it is obtained that L = −2.88929 < 0, which proves the correctness of Theorem 3.2.

The bifurcation diagrams of system (2) are given in Figures 2a and 2b, while the MLE is plotted

in Figure 2c by using initial conditions x0 = 0.55 and y0 = 1.25 and varying h ∈ [0.91,1.11].
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(A) Bifurcation diagram in (h,xn) plane (B) Bifurcation diagram in (h,yn) plane

(C) MLE graph

FIGURE 1. Bifurcation diagrams and MLE graph of system (2) by fixing r =

2.7,b = 4.5,x0 = 0.55,y0 = 0.75, and varying h in [1.90,2.80].
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(A) Bifurcation diagram in (h,xn) plane (B) Bifurcation diagram in (h,yn) plane

(C) MLE graph

FIGURE 2. Bifurcation diagrams of system (2) with respect to h for h ∈

[0.91,1.11]. Fixed parameter values are r = 2.7,b = 4.5 and initial conditions

are x0 = 0.55,y0 = 1.25.

Next, Figures 3a-3i show phase portraits of system (2) for various values of h. One can

observe that E2 is LAS for 1.00178 < h < 1.956299 but loses stability at h = 1.00178, when

the system (2) experiences NS bifurcation. For h ≤ 1.00178, an invariant curve emerges from

E2, the radius of which grows as h grows. Moreover, when h = 1.956299, the system (2) goes

through PD bifurcation.
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(A) (B) (C)

(D) (E) (F)

(G) (H) (I)

FIGURE 3. Phase portraits of (2) for various values of h and fixing r = 2.7,b =

4.5,x0 = 0.55,y0 = 1.25.

The harvesting rate affecting the prey population, plays a crucial role in the stability of the

ecosystem. The existence of two critical values, h1 and h2, suggests that there exists an optimal

level of harvesting in the system (2). When h is too low, it can lead to overpopulation of

prey species, which may outcompete resources and negatively impact both the predator and
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prey populations. Conversely, excessive harvesting when h is too high can decimate the prey

population, leading to food scarcity and a decline in the predator population.

The efficacy of the hybrid control approach will next be evaluated. We assume ρ = 0.985,r =

2.7,b = 4.5 and vary h for the controlled system (29). If 0.946864 < h < 2.026469, the positive

fixed point E2 is LAS. One can observe that the stability region has been expanded. The bifurca-

tion diagrams are presented in Figures 4a and 4b by using initial conditions x0 = 0.55,y0 = 1.25

and varying h ∈ [0.91,1.11]. Moreover, bifurcation diagrams are presented in Figures 4c and

4d by using initial conditions x0 = 0.55,y0 = 0.75 and varying h ∈ [1.90,2.80].

Next, we aim to evaluate the efficacy of the feedback control technique. Considering r =

2.7,b = 4.5,h = 0.98, as well as the initial conditions x0 = 0.55 and y0 = 1.25 for the controlled

system (20), the marginal stability lines are as follows:

L1 : κ2 =−0.006034+0.277035κ1,

L2 : κ2 =−1,

and

L1 : κ2 =−0.120208+0.55407κ1.

Figure 5a depicts the stability region bounded by lines L1,L2, and L3 for system (20). The fixed

point E2 of system (2) is shown to be unstable for the given parametric values. The controlled

system (20) is examined with feedback gains κ1 =−3.20 and κ2 =−0.91. Figure 5 illustrates

the graph of xn as shown in Figure 5c, yn as shown in Figure 5d, and the phase portrait as

presented in Figure 5b for the system (20). Therefore, it may be deduced that the use of the

feedback control methodology seems to be effective in controlling bifurcation and chaos.
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(A) Bifurcation diagram in (h,xn) plane of system

(29)

(B) Bifurcation diagram in (h,yn) plane of system

(29)

(C) Bifurcation diagram in (h,xn) plane of system

(29)

(D) Bifurcation diagram in (h,yn) plane of system

(29)

FIGURE 4. Bifurcation diagrams of system (29) by fixing ρ = 0.985,r =

2.7,b = 4.5 (4a, 4b) x0 = 0.55,y0 = 1.25 and varying h ∈ [0.91,1.11], (4c, 4d)

x0 = 0.55,y0 = 0.75 and varying h ∈ [1.90,2.80]
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(A) (B)

(C) (D)

FIGURE 5. Stability region, phase portrait, and time series plots of system (20)

using r = 2.7,b = 4.5,h = 0.98 and initial conditions are x0 = 0.55,y0 = 1.25.
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6. CONCLUSION

In an ecosystem, the harvesting effect is critical in determining the stability of predator-prey

relationships. We present and investigate the complex dynamics of a discrete-time predator-

prey system with a harvesting effect in the present study. Fixed points’ presence and stability

are studied. Furthermore, a thorough examination of local bifurcations at the positive fixed point

is carried out. The study shows that system (2) undergoes both PD and NS bifurcation. To con-

trol bifurcation and chaos, feedback control and hybrid control systems are used. As a result,

effective control over a wide variety of parameters is achieved for both forms of bifurcation.

Furthermore, numerical simulations are run to validate the previously stated theoretical results.

Several visual representations are used in these simulations, including bifurcation diagrams,

MLE graphs, phase portraits, and time series plots. It is discovered that the positive fixed point

is stable when the harvesting parameter h is within the optimal range h1 < h < h2. Our findings

highlight the necessity of maintaining a moderate amount of harvesting, as it appears to ben-

efit both predator and prey populations, promoting ecosystem stability and sustainability. The

outcome of this study has important implications for conservation and resource management

techniques, highlighting the importance of carefully considering harvesting rates in ecological

systems.

APPENDIX A

c1 =
4(−1+b)5/2e

1√
−1+b − (3+(−4+

√
−1+b)b+b2)er

(−1+b)b(2be
1√
−1+b −

√
−1+ber)

,

c2 = e−
1√
−1+b

(
−2(−1+b)e

1√
−1+b +

√
−1+ber

)(
6(−1+b)5/2(−4+3b)e

1√
−1+b +(24−60b+(49

−3
√
−1+b)b2−12b3)er

)/(
24
√
−1+bb2(−2be

1√
−1+b +

√
−1+ber)

)
,

c3 = e−
1√
−1+b

(
2(−1+b)e

1√
−1+b −

√
−1+ber

)(
2(−2+b)(−1+b)5/2e

1√
−1+b +(4+(−7+

√
−1+b)b

+4b2−b3)er
)/(

4(−1+b)b(2be
1√
−1+b −

√
−1+ber)

)
,

c4 =
e

1√
−1+b (−2(−1+b)5/2(2+b)e

1√
−1+b +(2+(−1+

√
−1+b)b−2b2 +b3)er)

(−1+b)b(2(−1+b)e
1√
−1+b −

√
−1+ber)(2be

1√
−1+b −

√
−1+ber)

,
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c5 =
e

2√
−1+b (6(−1+b)5/2(−4−b+b2)e

1√
−1+b +(12−21b+(4−3

√
−1+b)b2 +9b3−3b4)er)

3
√
−1+bb2(−2(−1+b)e

1√
−1+b +

√
−1+ber)2(−2be

1√
−1+b +

√
−1+ber)

,

c6 =
e

1√
−1+b (2(−1+b)5/2(−12+b+2b2)e

1√
−1+b +(16−34b+(19−3

√
−1+b)b2 +2b3−2b4)er)

2
√
−1+bb2(−2(−1+b)e

1√
−1+b +

√
−1+ber)(−2be

1√
−1+b +

√
−1+ber)

,

c7 =
2(−1+b)5/2(−12+5b+b2)e

1√
−1+b − (−20+47b+(−34+3

√
−1+b)b2 +5b3 +b4)er

4
√
−1+bb2(−2be

1√
−1+b +

√
−1+ber)

,

c8 =
2(−1+b)e

1√
−1+b −

√
−1+ber

b(2be
1√
−1+b −

√
−1+ber)

,

c9 =
(−4+b)(−1+b)3/2e

1√
−1+b

b2(−2be
1√
−1+b +

√
−1+ber)

,

c10 =
(−4+b)(−1+b)3/2e

2√
−1+b

b2(−2(−1+b)e
1√
−1+b +

√
−1+ber)(−2be

1√
−1+b +

√
−1+ber)

,

c11 =
(−4+b)(−1+b)3/2(−2(−1+b)e

1√
−1+b +

√
−1+ber)

4b2(−2be
1√
−1+b +

√
−1+ber)

,

c12 =−
2e

1√
−1+b

2b2e
1√
−1+b −

√
−1+bber

,

d1 =

(
−8
√
−1+b(1−3b+2b2)e

2√
−1+b +2(7+(−15+

√
−1+b)b+8b2)e1+ 1√

−1+b r− (−6
√
−1+b

+b+4
√
−1+bb)e2r2

)/(
b(2(−1+b)e

1√
−1+b −

√
−1+ber)(2be

1√
−1+b −

√
−1+ber)

)
,

d2 = e−
1√
−1+b

(
−4
√
−1+b(−2+7b−7b2 +2b3)e

2√
−1+b +2(−8− (−21+

√
−1+b)b−17b2

+4b3)e1+ 1√
−1+b r+(−8

√
−1+b+b+8

√
−1+bb−2

√
−1+bb2)e2r2

)/(
4b(2be

1√
−1+b −

√
−1+ber)

)
,

d3 = e
1√
−1+b

(
4
√
−1+b(2−5b+b2 +2b3)e

2√
−1+b −2(6+(−9+

√
−1+b)b−b2 +4b3)e1+ 1√

−1+b r

+(−4
√
−1+b+b+2

√
−1+bb2)e2r2

)/(
b(2be

1√
−1+b −

√
−1+ber)(−2(−1+b)e

1√
−1+b +

√
−1+ber)2

)
,

d4 = e−
1√
−1+b

(
12(−1+b)5/2(4−11b+6b2)e

2√
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APPENDIX B
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