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Abstract: Tuberculosis (TB) is one of the top 10 causes of death in the world and is a deadly infectious disease in 

Indonesia. One of Indonesia's provinces that contributed the most TB cases in 2018 was South Sulawesi, with 84 

cases per 100,000 population. This study aims to identify variables that can explain the proportion of TB cases in 

South Sulawesi, potentially leading to more effective prevention and treatment strategies. The data used has many 

predictor variables, and there are outliers. Quantile regression can be used to overcome outlier data, but it cannot 

overcome multicollinearity problems. Multicollinearity causes the variance of the estimated parameters to be too 

large and reduces the accuracy of the estimates, thus requiring a different approach to data analysis. There are 

various methods for handling regression analysis on data that experiences multicollinearity problems. One of the 

most commonly known penalized regression methods is Group LASSO. Group LASSO can be used to select 

variables and overcome multicollinearity. In this study, six naturally formed sector group variables are thought to 

influence the proportion of TB cases. Quantile regression modeling with LASSO group penalties was carried out 

using 3 quantile levels, namely (0.25, 0.5, and 0.75). The results of the quantile regression analysis with the LASSO 

penalty group obtained a different model for each quantile. The best model that is able to explain the proportion of 

TB cases obtained at the 0.5 quantile level with an 𝑅2 value of 0.99 is closer to 1 than the other quantile model 

levels. 
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1. INTRODUCTION 

Regression analysis is a powerful method for evaluating the functional relationship between one 

dependent variable and one or a set of independent variables. It is widely used to describe, 

control, and estimate the values of response variables with the help of observations for 

explanatory variables. The conventional approach to regression modeling is based on sharp data 

and clear relationships between dependent and independent variables [1]. Regression models 

develop based on problems in the data, whether in the pattern of relationships between variables 

[2], types of quantitative and qualitative data [3], or violations of assumptions in the data. One 

condition often occurs in data is that outliers can cause violations of basic assumptions in 

regression analysis. To overcome this problem, researchers have developed a quantile regression 

model that can address the limitations of linear regression [4]. However, quantile regression 

cannot overcome multicollinearity problems. 

Multicollinearity is a violation of the assumptions in regression, which will increase the variance 

of the regression coefficients, making them unstable and leading to problems in estimating the 

coefficients. [5-6]. There are various methods for handling regression analysis on data that 

experiences multicollinearity problems, including PCA [7], LASSO (Least Absolute Shrinkage 

and Selection Operator), and ridge regression [8]. The main difference between LASSO and 

ridge analysis lies in the penalty given, where in LASSO, the penalty given is multiplied by the 

absolute of the regression coefficient. In contrast, in ridge analysis, the penalty given is 

multiplied by the square of the regression coefficient. This results in LASSO shrinking the 

regression coefficient value to exactly zero, while Ridge only shrinks the regression coefficient 

value to close to zero. A study on handling multicollinearity problems found that the LASSO 

method gave the smallest mean square error value compared to the variable selection method, 

principal component regression, partial least squares, Ridge regression, and elastic net. [9].  

However, there are cases where variable reduction is needed in group form, so the LASSO 

method was developed into group LASSO, which can also be used in variable selection and 

overcoming multicollinearity [10-11]. Previous studies found that Group LASSO provided better 

analysis results than Lasso [12-14]. Therefore, the study uses LASSO group classification in 
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quantile regression to overcome the problems of outliers and multicollinearity that coincide in 

the data. 

Next, the author applies quantile regression with LASSO group classification to data on 

tuberculosis cases in South Sulawesi Province. Tuberculosis is a dangerous public health 

problem throughout the world. This disease requires significant community and health system 

activity [15]. In 2020, according to data from the Indonesian Ministry of Health, the number of 

tuberculosis cases in South Sulawesi decreased. However, the decline in the number of 

Tuberculosis cases still needs to be watched out for because there are disparities in the spread of 

Tuberculosis between regions in South Sulawesi. For example, Barru Regency and Sidrap 

Regency in 2018 had 182 Tuberculosis cases each. and 493 cases, but in 2020, the number of 

cases increased to 202 and 591, respectively [16]. 

 

2. MATERIALS AND METHODS 

Quantile Regression 

Quantile regression is instrumental in various fields, including econometrics, biomedicine, 

finance, health, the environment, etc. The general equation of linear quantile regression is 

specifically for conditional quantiles, 𝑄(𝜃|𝑥1𝑖, 𝑥2𝑖 , … 𝑥𝑘𝑖)  from the dependent variable 𝑌𝑖 

namely: 

𝑌𝑖 =  𝛽0(𝜃) + 𝛽1(𝜃)𝑥1𝑖 + ⋯ + 𝛽𝑘(𝜃)𝑥𝑘𝑖 + 𝜀𝑖(𝜃), 𝑖 = 1,2, … , 𝑛. 

If the quantile regression model is presented in matrix form, the above equation can be written as 

[

𝑦1

𝑦2

⋮
𝑦𝑛

]  =  [

1 𝑥11 𝑥21 ⋯ 𝑥𝑘1

1 𝑥12 𝑥22 ⋯ 𝑥𝑘2

⋮
1

⋮
𝑥1𝑛

⋮
𝑥2𝑛

⋱ ⋮
⋯ 𝑥𝑘𝑛

] [

𝛽0(𝜃)
𝛽1(𝜃)

⋮
𝛽𝑘(𝜃)

] + [

𝜀1(𝜃)
𝜀2(𝜃)

⋮
𝜀𝑛(𝜃)

]. 

Furthermore, the equation above can be written in the following linear model form: 

𝑌(𝜃) = 𝑋𝛽 (𝜃) +  𝜀(𝜃). 

If the conditional function of the 𝜃-th quantile has a certain independent variable 𝑋, then the 

conditional function is defined as follows: 

𝑄(𝜃|𝑥1𝑖, 𝑥2𝑖 , … 𝑥𝑘𝑖) =  𝑄𝑌(𝜃|𝑋) 

                           = 𝑋𝑖
𝑇𝛽 (𝜃), 𝑖 = 1,2 … , 𝑛. 

So the optimization solution for quantile regression is as follows: 
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  𝛽𝜖ℝ
𝑎𝑟𝑔𝑚𝑖𝑛

∑ 𝜌𝜃

𝑛

𝑖=1

(𝑦1 − 𝑋𝑖
𝑇𝛽(𝜃),   𝑖 = 1,2, … , 𝑛  𝜃 𝜖 (0,1). 

Where 𝑦𝑖 = {𝑦1, 𝑦2, … , 𝑦𝑛}  is a random sample with dependent variable Y, and 𝑥𝑖 𝜖 𝑅𝜌 is a 

vector of covariates, while 𝜌𝜃(𝑢) = 𝑢(𝜃 − 𝐼(𝑢 < 0)), 0 < 𝜃 < 1 which is an asymmetric loss 

function, and u is the residual from the estimated parameters. The estimator is a general form 

with the aim of minimizing problems [17]. 

Group LASSO 

Group LASSO is often used to select variables in independent variable data that form a group 

[18]. Group LASSO can be used in variable selection, overcoming multicollinearity, and 

categorical data [11]. LASSO Group is a development of LASSO. The group LASSO method 

was developed by adding group constraints to the LASSO method. A generalization of LASSO 

regression that may also be affected by coding strategy, but in a different way, is group LASSO 

regression. Unlike LASSO, group LASSO selects variables by selecting groups of variables, not 

individual variables [14].  

For the vector 𝜂 𝜖 𝑅𝑑, 𝑑 ≥ 1 and K is a positive definite symmetric matrix with dimensions 

𝑑 × 𝑑, it can be written as follows: 

‖𝜂‖K=(𝜂′𝐾𝜂)1/2. 

Written as ‖𝜂‖=||𝜂||𝐼𝑑
 for brevity. Given positive definite matrices 𝐾1,..., 𝐾𝑗 , the LASSO 

group estimation is defined as follows: 

�̂�(𝑔.𝐿𝐴𝑆𝑆𝑂) = 𝑎𝑟𝑔𝑚𝑖𝑛 
1

2
‖𝑌 − ∑ 𝑋𝑗

𝐽
𝑗=1 𝛽𝑗‖

2
 + 𝜆 ∑ ‖𝛽𝑗‖𝐽

𝑗=1 . 

 

3. MAIN RESULTS 

In the research data, multicollinearity problems occur. Therefore, the quantile regression estimate 

must be completed using Group LASSO. Before the group LASSO classification, each 

independent variable is standardized to avoid inequality. 

Based on the data grouping carried out and analysis using quantile regression with LASSO group 

penalty, several groups of predictor variables were obtained, which were selected using optimal 

lambda. Optimal lambda is used because if the value 𝜆 is too large, it will result in parameter 

estimates being dominated by penalty elements, and as a result, the resulting model can tend to 

be underfitting and not optimal. Meanwhile, if the lambda value becomes smaller and closer to 0, 
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the resulting penalty value will be smaller. As a result, the resulting model may tend to be 

overfitting and not optimal [19]. The optimal lambda values obtained for each quantile point 

based on the cross-validation results are as follows: 

Table 1. Optimal lambda value for each quantile 

 
 

Quantile 

0.25 0.5 0.75 

𝝀 1.1884 3.0131 2.7454 

Quantile regression modeling with LASSO group penalties in this study was carried out at 

quantiles 0.25, 0.5, and 0.75 using the optimal lambda values in Table 1. The results of quantile 

regression parameter estimation with LASSO group penalties for each quantile point. Based on 

Table 2, the group lasso quantile regression model for each quantile is as follows: 

• Quantile 0.25 

𝑞0.25(𝑌|𝑋) = −272.45192 − 0.00943𝑥1 + 0.62013𝑥2 + 5.37901𝑥3 − 0.17273𝑥4

+ 0.00029𝑥5 + 0.03471𝑥6 + 11.18028𝑥7 − 1.78582𝑥8 − 0.45372𝑥9

+ 0.23090𝑥10 − 0.28305𝑥11 − 0.29292𝑥12 − 0.00026𝑥13 + 0.00001𝑥14

+ 0.01188𝑥15 − 0.00300𝑥16 + 0.00711𝑥17 + 0.55221𝑥18 + 0.16691𝑥19

+ 0.00111𝑥20 + 0.00429𝑥21 

 

• Quantile 0.5 

𝑞0.5(𝑌|𝑋) = −288.19502 − 0.00950𝑥1 + 0.69314𝑥2 + 4.57778𝑥3 − 0.09341𝑥4

+ 0.00033𝑥5 + 0.03030𝑥6 + 15.71492𝑥7 − 1.56991𝑥8 + 0.32498𝑥9

+ 0.19601𝑥10 − 0.24799𝑥11 − 0.26168𝑥12 + 0.00004𝑥13 + 0.00020𝑥14

+ 0.01011𝑥15 − 0.00268𝑥16 + 0.00680𝑥17 + 0.55190𝑥18 + 0.14977𝑥19

+ 0.00141𝑥20 + 0.00424𝑥21 

 

• Quantile 0.75 

𝑞0.75(𝑌|𝑋) = −286.48254 − 0.00949𝑥1 + 0.68373𝑥2 + 4.69162𝑥3 − 0.10787𝑥4

+ 0.00032𝑥5 + 0.03097𝑥6 + 15.34787𝑥7 − 1.58565𝑥8 + 0.24775𝑥9

+ 0.19810𝑥10 − 0.25070𝑥11 − 0.26394𝑥12 + 0.00003𝑥13 + 0.00018𝑥14

+ 0.01029𝑥15 − 0.00272𝑥16 + 0.00685𝑥17 + 0.55741𝑥18 + 0.14786𝑥19

+ 0.00136𝑥20 + 0.00422𝑥21 
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Table 2. Results of the estimation of quantile regression parameters with the group LASSO 

 

Variable 

Quantile 

0.25 0.5 0.75 

Intercept -272.45192 -288.19502 -286.48254 

𝒙𝟏 -0.00943 -0.00950 -0.00949 

𝒙𝟐 0.62013 0.69314 0.68373 

𝒙𝟑 5.37901 4.57778 4.69162 

𝒙𝟒 -0.17273 -0.09341 -0.10787 

𝒙𝟓 0.00029 0.00033 0.00032 

𝒙𝟔 0.03471 0.03030 0.03097 

𝒙𝟕 11.18028 15.71492 15.34787 

𝒙𝟖 -1.78582 -1.56991 -1.58565 

𝒙𝟗 -0.45372 0.32498 0.24775 

𝒙𝟏𝟎 0.23090 0.19601 0.19810 

𝒙𝟏𝟏 -0.28305 -0.24799 -0.25070 

𝒙𝟏𝟐 -0.29292 -0.26168 -0.26394 

𝒙𝟏𝟑 -0.00026 0.00004 0.00003 

𝒙𝟏𝟒 0.00001 0.00020 0.00018 

𝒙𝟏𝟓 0.01188 0.01011 0.01029 

𝒙𝟏𝟔 -0.00300 -0.00268 -0.00272 

𝒙𝟏𝟕 0.00711 0.00680 0.00685 

𝒙𝟏𝟖 0.55221 0.55190 0.55741 

𝒙𝟏𝟗 0.16691 0.14977 0.14786 

𝒙𝟐𝟎 0.00111 0.00141 0.00136 

𝒙𝟐𝟏 0.00429 0.00424 0.00422 

 

The model obtained shows that the coefficients of the predictor variables have positive and 

negative values and can explain the number of tuberculosis cases in South Sulawesi Province. 

The predictor variables in question come from several group sectors, namely the environmental 

group, population group, health group, economic group, human resources group, and education 

group. At all quantile points, the predictor variables that are considered to have a relationship to 
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the response variable are the same, namely those coming from the environmental group, 

population group, health group, economic group, human resources group, and education group, 

meaning that all predictor variables from all sector groups have a relationship to the response 

variable. However, there is a difference in the influence of the predictor variable on the response 

variable, namely, at the 0.25 quantile, the positive coefficients are (𝑥2, 𝑥3, 𝑥5, 𝑥6, 𝑥7, 𝑥10, 𝑥14, 𝑥15,   

 𝑥17, 𝑥18, 𝑥19 , 𝑥20 and 𝑥21) and the negative coefficients are (𝑥1,𝑥4, 𝑥8, 𝑥9,𝑥11, 𝑥12, 𝑥13 and 𝑥16). 

while at quantiles 0.5 and 0.75, the coefficients have the same positive values, namely 

(𝑥2, 𝑥3, 𝑥5, 𝑥6, 𝑥7, 𝑥9, 𝑥10, 𝑥13, 𝑥14, 𝑥15  𝑥17, 𝑥18, 𝑥19 , 𝑥20 and 𝑥21) and the coefficients that have 

negative values also equal (𝑥1, 𝑥4, 𝑥8, 𝑥11, 𝑥12 and 𝑥16). A coefficient with a positive value 

means it has a positive effect on the number of TB cases, namely the higher the value of the 

predictor variable, the higher the number of TB cases, and a coefficient with a negative value 

means it has a negative effect on the number of TB cases, namely the higher the value of the 

predictor variable, the lower the number of TB cases. For example, at quantile 0.25, if the value 

of the predictor variable 𝑥2 increases by 1 unit, the number of TB cases will increase by 

0.62013 cases, and if the value of the predictor variable 𝑥4 increases by 1 unit, the number of 

TB cases will decrease by 0.17273 cases. 

The best regression model in this research is determined by looking at the R-Square (𝑅2) value, 

which is the percentage of diversity that measures the ability of the predictor variables in the 

model to explain the diversity of the response variable. The closer the 𝑅2 value is to 1, or 100%, 

the better the model. Following are the 𝑅2 values for each model based on quantile points: 

Table 3. 𝑅2 value at each quantile 

 

 

𝑹𝟐 

Quantile 

0.25 0.5 0.75 

0.98 0.99 0.97 

Based on Table 3, it can be concluded that the best model obtained is the model at the 𝒬0.5 

quantile, which has the lowest 𝑅2 value among the other quantile models at 0.99, meaning this 

model is able to explain the relationship between the predictor variable and the response variable 

by 99%. 
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