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Abstract: Indonesia is in a category with a very dense population of 279,918,617 people in July 2024. Population 

density can lead to a decrease in the quality of health services. One of the causes is the high rate of transmission of 

viral diseases in densely populated areas. For this reason, an innovative strategy is needed to inhibit the spread of the 

virus. Network clustering and predictive distribution techniques in delivering health logistics in densely populated 

areas can improve the efficiency and effectiveness of health logistics delivery. The techniques in delivering health 

logistics in densely populated areas can improve efficiency and effectiveness in dealing with the rate of virus spread. 

Based on these methods, the problem of delivering health logistics will be easy because zone predictions from network 

clustering results provide information on the location and density of the area. The method allows medical officers to 

prioritize the delivery zone for health logistics. This method can also overcome the next wave of viruses, such as 
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COVID-19 and other infectious diseases. 
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1. INTRODUCTION 

Sustainable Development Goals (SDGs), established by the United Nations (UN), aim to 

ensure a better and more sustainable life for all people. The SDGs are a set of goals set by the 

United Nations to achieve a better and more sustainable life for all people. There are 17 interrelated 

and mutually supportive SDGs to address the various global challenges faced [1] [2]. 

The SDGs are global and national commitments to improve society's welfare, including 17 

global goals and targets for 2030 declared by both developed and developing countries at the UN 

General Assembly in September 2015.  The goals are no poverty; no hunger; healthy and 

prosperous lives; quality education; gender equality; clean water and proper sanitation; clean and 

affordable energy; decent work and economic growth; Industry, Innovation and Infrastructure; 

reduced inequality; sustainable cities and settlements; responsible consumption and production; 

tackling climate change; marine ecosystems; terrestrial ecosystems; peace, justice and resilient 

institutions; partnerships to achieve goals [3] [4]. 

The contribution of this research to the SDGs is specifically on the goal of a healthy and 

prosperous life. One realization of this goal is through the role of mathematics and statistics in 

dealing with population density. Population density is a severe problem because Indonesia's 

population is 279,918,617 people in July 2024. Indonesia's population equals 3.45% of the world's 

population. Indonesia ranks 4th in the list of countries (and dependencies) by population. The 

population density in Indonesia is 153 per Km2, and 59.1% of the population lives in urban areas 

(163,963,233 people in 2023). 

High population density can decrease the quality of health services. Transmission of viral 

diseases in densely populated areas results in a high rate of spread. For this reason, an innovative 

strategy is needed to inhibit the spread of the virus. One strategy is the delivery of health logistics, 
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such as medicines and equipment to support health. 

The technique to overcome these problems is cluster analysis. Based on previous research, 

this cluster analysis also makes it easier to solve significant data clustering cases, both in the 

field of education [5] [6] and the transportation business [7]-[10]. In this paper, the research 

focuses on the delivery of health equipment. The novelty of this research lies in the prediction 

network that involves network clustering and predictive distribution. This research is a 

continuation of previous studies [5]-[10]. 

Delivering medicines and health equipment in densely populated areas requires an efficient 

and effective strategy to ensure that the community can access them easily and quickly. Clustering 

and predictive distribution techniques in delivering such health logistics in densely populated areas 

are expected to improve efficiency and effectiveness. Thus, the problem of health logistics delivery 

will be solved quickly because the zone prediction from the clustering network results provides 

information on congested locations and routes. So that medical officers can prioritize health 

logistics delivery zones.  

2. MATERIALS AND METHODS  

2.1 Data  

Let 𝐗𝑡 = [𝑋1,𝑡𝑋2,𝑡 ⋯ 𝑋𝑚,𝑡]
𝑇
 be a random vector representing the number of people living 

along road segments at time 𝑡, 𝑋𝑖,𝑡 is a random variable representing the number of people living 

along the 𝑖-th road segment at time 𝑡. In the network formed from the map in Figure 1, locations 

or destination areas are represented as nodes and road segments are represented as edges. In this 

simulation, the network consists of 129 nodes (V = {𝑣0 = 0, 𝑣1 = 1, 𝑣2 = 2 , ⋯ , 𝑣128 = 128}) 

and consist of 260 edges (E = {𝑒1, 𝑒2, ⋯ , 𝑒260}). Each node is labeled  from 0 to 128, and edges 

are marked with the number of people living along each road segment at time 𝑡. Furthermore, the 

data was generated 28 times under the assumption of a multinomial distribution with a mass 

probability function 𝐗𝑡~Mult (𝜃1, 𝜃2, ⋯ , 𝜃260, 1,333,100) [10], 

(1) 𝑝(𝐱; 𝛉) =
1,333,100!

∏ 𝑥𝑖,𝑡!260
𝑖=1

∏ 𝜃𝑖

𝑥𝑖,𝑡 ,260
𝑖=1  
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where  ∑ 𝜃𝑖 = 1260
𝑖=1  and ∑ 𝑥𝑖 = 1,333,100260

𝑖=1 .  

The number 1,333,100 is the total population living in urban areas in Bandung city along the 

roads shown in Figure 1. As of June 2024, the total population of Bandung City was 2,569,107 

people (source: www.bandungkota.bps.go.id), but only a subset of this data was include in the 

simulation. Then, the network is taken from the map of Bandung City-West Java Indonesia, see 

Figure 1. The parameter 𝛉  is randomly generated from the standard uniform distribution 

(𝑈(0; 1)). The resulting data is used as the weight of the edge in the network, while the weight is 

the number of people living in the area along the road or edge, with a total of 1,333,100 people. 

 

FIGURE 1. Bandung City map from google map application [8] [10] 

2.2 Network Clustering 

The term network in mathematics is known as a connected graph. Networks can be classified 

as either dynamic or static. A dynamic network is a network that continues to grow over time, so 

its elements can change, such as node or point or vertex, edge, and edge weights [11]. The 

N 
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condition of a static network is unlike that of a dynamic network. In this research, the dynamic 

network will be clustered into zones or subnets in the network. 

A spectral bisection is a clustering method that divides the network into two clusters. The 

resulting cluster formation is based on the Fiedler vector of the Laplace matrix that corresponds to 

the nodes in the network. Let G = (V, E) where V = {v1, v2, ⋯ , v𝓃} be connected graph, and let 

𝝋2  be a Fiedler vector, If given 𝓇 ≥ 0, 𝓇 ∈ ℝ   defined V1 = {v𝑖 ∈ V: 𝜑2𝑖
≥ − 𝓇}  then the 

induced subgraph of V1   is connected. For ≤ 0, 𝓇 ∈ ℝ  , the induced subgraph V2 = {v𝑖 ∈

V: 𝜑2𝑖
≤ − 𝓇} is also connected [12]. The spectral bisection algorithm is described in Algorithm 

1 [6]. 

ALGORITHM 1. Spectral bisection recursively: 

1) Get the matrix Laplace 𝐋G of G(𝑔𝑒).   

2) Get the Fiedler vector 𝝋2 from the second smallest eigenvalue 𝜆2.  

3) Calculate the median me𝝋2
. 

4) Find the community members by selecting V1 = {vi ∈ V: 𝝋2𝑖
< me𝝋2

}  and V2 = {vi ∈

V: 𝝋2𝑖
> me𝝋2

}. 

5) Get the matrix Laplace of subnet G′(𝑔𝑒). 

6) Determine the community members according stage 2, stage 3, and stage 4. 

A numerical approach is used to determine the second smallest eigenvalue (𝜆2) of 𝐋G [10]. 

This algorithm performs clustering in stages; the first step is to divide a network into two clusters, 

and the next step, with an iterative process, is to cluster each cluster so that 2𝓀, 𝓀 ∈ ℕ clusters of 

a network are obtained. 

2.3 Predictive Distribution 

The conditional probability distribution for observation 𝐱𝑡+𝑘 given observation 𝐃𝑡+(𝑘−1) =

[𝐱1 𝐱2 ⋯ 𝐱𝑡+(𝑘−1)]
𝑇
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(2) 𝑝(𝐱𝑡+𝑘|𝐃𝑡+(𝑘−1)) = ∫ 𝑝(𝐱𝑡+𝑘|𝛉)𝑓(𝛉|𝐃𝑡+(𝑘−1)) 𝑑𝜃. 

The derivation of the predictive distribution function for multinomials has been discussed in 

Indratno et al. [8]. Based on Equation 2, it is obtained  

(3) 𝑝(𝐱𝑡+𝑘|𝐃𝑡+(𝑘−1)) =
𝑛!Γ(∑ 𝛼𝑖

′𝑚
𝑖=1 )

Γ(𝑛+∑ 𝛼𝑖
′𝑚

𝑖=1 )
∏

Γ(𝑥𝑖+𝛼𝑖
′)

𝑥𝑖!Γ(𝛼𝑖
′)

𝑚
𝑖=1 , 

where 𝛼𝑖
′ = 𝛼𝑖 + ∑ 𝑥𝑖,𝑡,𝑙

𝑡=1   and 𝐃𝑡+(𝑘−1) = [𝐱1 𝐱2 ⋯ 𝐱𝑡+(𝑘−1)]
𝑇

.  Equation 3 is the probability 

function of the predictive distribution which is the probability mass function of the Dirichlet-

multinomial distribution with an expected value 

(4) 𝐸[𝑋𝑖,𝑡+𝑘] = 𝑛 𝜃𝑖 =  𝑛 [
𝛼𝑖

𝛼0
] , 𝑖 = 1,2, ⋯ , 𝑚.  

2.4 Statstical Test 

The statistical tests used for data analysis follow Indratno et al. [8]. Let 𝐿𝑙(𝜽) =

∏ (
𝑛!

∏ 𝑥𝑖,𝑡!𝑚
𝑖=1

∏ 𝜃𝑖

𝑥𝑖,𝑡𝑚
𝑖=1 )𝑙

𝑡=1  be a multinomial likelihood function, for 𝑛, 𝑚, 𝑙 ≫ 1,  then random 

variable (log 𝐿𝑙(𝜽) − ∑ log 𝑛!𝑙
𝑡=1 )  has a normal distribution with mean 𝜇 =

∑ ∑ 𝑥𝑖,𝑡 log 𝜃𝑖
𝑚
𝑖=1 − ∑ ∑ log 𝑥𝑖,𝑡!𝑚

𝑖=1
𝑙
𝑡=1

𝑙
𝑡=1 ,  and variance 𝜎2 =

𝑚

(𝑚−1)
∑ ∑ (𝑥𝑖,𝑡 log 𝜃𝑖 −𝑚

𝑖=1
𝑙
𝑡=1

∑ 𝑥𝑖,𝑡 log 𝜃𝑖
𝑚
𝑖=1

𝑚
)

2

− ∑ ∑ (log 𝑥𝑖,𝑡! −
∑ log 𝑥𝑖,𝑡!𝑚

𝑖=1

𝑚
)

2
𝑚
𝑖=1

𝑙
𝑡=1 . The formula states that the random variable 

(log 𝐿(𝛉) − ∑ log 𝑛!𝑙
𝑡=1 )~𝑁(𝜇, 𝜎2) for testing the fit of the model in the multinomial case with 

assumptions H0: (log 𝐿𝑙+1(𝛉) − ∑ log 𝑛!𝑙+1
𝑡=1 ) follows a normal distribution with mean  𝜇𝑙 and 

variance 𝜎𝑙
2. The statistical test is 

(5) 𝑧𝑠𝑡𝑎𝑡 =
(log 𝐿𝑙+1(𝛉)− ∑ log 𝑛!𝑙+1

𝑡=1 )−�⃛�

�⃛�
,  

where log 𝐿𝑙+1(𝛉) − ∑ log 𝑛!𝑙+1
𝑡=1  is random variable under the assumption H0 [8]. The decision-

making criteria H0  is not rejected when −𝑧𝛼

2
≤ 𝑧𝑠𝑡𝑎𝑡 ≤ 𝑧𝛼

2
 . The margin of error for the 

confidence interval is (1 − 𝛼).  Let (log 𝐿𝑙+1(𝛉) − ∑ log 𝑛!𝑙+1
𝑡=1 )~𝑁(𝜇𝑙, 𝜎𝑙

2)  be a random 

variable, where 𝜇𝑙 =  ∑ ∑ 𝑥𝑖,𝑡 log 𝜃𝑖
𝑚
𝑖=1 − ∑ ∑ log 𝑥𝑖,𝑡!𝑚

𝑖=1
𝑙
𝑡=1

𝑙
𝑡=1   and 𝜎𝑙

2 =

𝑚

(𝑚−1)
∑ ∑ (𝑥𝑖,𝑡 log 𝜃𝑖 −

∑ 𝑥𝑖,𝑡 log 𝜃𝑖
𝑚
𝑖=1

𝑚
)

2
𝑚
𝑖=1 − ∑ ∑ (log 𝑥𝑖,𝑡! −

∑ log 𝑥𝑖,𝑡!𝑚
𝑖=1

𝑚
)

2
𝑚
𝑖=1

𝑙
𝑡=1 ,𝑙

𝑡=1   then margin 
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of error (𝜀) for the confidence interval (1 − α) is 𝜀 = 𝑧
(1−

α

2
)
𝜎𝑙. 

3. RESULTS AND DISCUSSION 

The results of data analysis, ranging from network clustering to predictive distribution and 

statistical tests, in this study using Python. The results of the simulation of weighted network 

formation and its clustering from the Bandung city map for the flow of health logistics distribution 

can be seen in Figures 2 to 7. The statistical test results can be seen in Table 1. 

The first simulation is network clustering into two subnets or zones; it is divided into two parts. 

The first is done by generating as much as 14 history data, namely data from Day 1 to Day 14. The 

history data is used to predict data on Day 15. The second is done by generating as much as 13 

historical data, namely data from Day 16 to Day 28. Data from Day 15 to Day 28 is used to predict 

data on Day 29.  

The results of the data analysis based on network clustering and predictive distribution are 

presented in Figure 2 and Figure 3. The network shows two health logistics distribution zones, the 

blue zone and the orange zone. These two zones are areas that medical officers will consider in 

distributing health logistics such as medicines and medical equipment.  

 

FIGURE 2. The network prediction in the first simulation for two zone 
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FIGURE 3. The network prediction in the first simulation for two zone after prediction 

  The second simulation is network clustering into four zones. Like the first simulation, it is 

divided into two parts. The results of the data analysis based on network clustering and predictive 

distribution are presented in Figures 4 and 5. In this simulation, the network consists of four health 

logistics distribution zones: blue zone, orange zone, red zone, and green zone. 

 

FIGURE 4. The network prediction in the second simulation for four zone 
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FIGURE 5. The network prediction in the second simulation for four zone after prediction 

The third simulation involves network clustering into eight zones. As before, the first and 

second simulations are divided into two parts. The results of the data analysis based on network 

clustering and predictive distribution are presented in Figures 6 and 7. In this simulation, the 

network consists of eight health logistics distribution zones: blue zone, orange zone, red zone, 

green zone, pink zone, grey zone, brown zone, and purple zone. 

 

FIGURE 6. The network prediction in the third simulation for eight zone 
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FIGURE 7. The network prediction in the third simulation for eight zone after prediction 

Zone prediction benefits medical officers who do not know how to distribute logistics in an area 

tomorrow, as the data is only limited to today. Figure 8 presents one of the predicted network 

results. 

 

FIGURE 8. Network prediction which is divided into four zones 
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The statistical test results of the simulation are presented in Table 1. 

TABLE 1. Hypothesis testing with α = 0.05 and 𝑧𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 1.96 or −1.96 

Parameter (𝜇𝑙, 𝜎𝑙
2) Data Analysis 𝑧𝑠𝑡𝑎𝑡𝑖𝑡𝑖𝑐𝑠 H0 Error (𝜀) 

D1-14 D1-14 versus D15 −0.11 not rejected 0.14 

D15-28 D15-28 versus D29 −0.23 not rejected 0.18 

  D14 = Day 14 data, D1-14 = Day 1 to Day 14 data 

The unique thing about the results of data analysis is that when more historical data is used to 

predict, the error is small. The results of this test statistic can be seen in Table 2. 

TABLE 2. Hypothesis testing with α = 0.05 and 𝑧𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 1.96 or −1.96 

Parameter (𝜇𝑙, 𝜎𝑙
2) Data Analysis 𝑧𝑠𝑡𝑎𝑡𝑖𝑡𝑖𝑐𝑠 H0 Error (𝜀) 

D1-28 D1-28 versus D29 −0.02 not rejected 0.09 

Consider Table 1 and Table 2. In each simulation, the history data used to predict is 14 in Table 1, 

and the history data used in Table 2 is 28. We can see that the resulting error value in Table 2 is 

smaller. This finding is consistent with previous studies on the same model [6] [8] [10], so the 

results of this study can be considered reasonable. Thus, the new method found in this research is 

expected to support the realization of SDGs in Indonesia. 

4. CONCLUSION 

This new method for predicting networks and the resulting zones will facilitate the process of 

health logistics delivery in densely populated areas, especially in urban areas. The approach used 

in this method is straightforward, namely, using network clustering and predictive distribution so 

that everyone can easily apply it. One of the benefits of the results of this research is that it can be 

used in tackling the next COVID-19 pandemic and other disease pandemics.  

The limitation of this research is that data analysis still uses Python, and special software still 

needs to be made. So, it requires a high level of accuracy and a lot of time. For future research, the 

method will be combined by adding a correspondence analysis [13]-[17]. After that, special 

software will facilitate data analysis with the same cases. 
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