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Abstract: Social media has become a vital platform for sharing opinions, with 139 million users in Indonesia as of 

January 2024. Telecommunications companies can leverage feedback from platforms like Twitter and Instagram to 

understand customer sentiment and improve service quality. This study applies Bidirectional Long Short-Term 

Memory (BiLSTM) and FastText word embeddings to classify emotions in social media posts related to major 

Indonesian telecom providers, including Telkomsel, Indosat, XL, and Axis. Using Borderline Synthetic Minority 

Oversampling Technique (B-SMOTE) to address class imbalance, the model categorizes six basic emotions: happiness, 

sadness, fear, anger, disgust, and surprise. The optimal model, trained over 18 epochs, includes 64 BiLSTM units, 128 

dense layer neurons, a 0.3 dropout rate, a batch size of 32, and a learning rate of 0.001. It achieved 93.51% accuracy 

and a 93.48% F1 score on unseen data, demonstrating strong performance in predicting customer emotions. This 

approach provides valuable insights for improving customer engagement and service in the telecommunications 

industry. 
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1.  INTRODUCTION 

Currently, the internet is predominantly used for accessing social media. Social media 

platforms enable individuals to share information without the need for direct interaction, providing 

each person with the freedom to express their opinions [1]. As of January 2024, it is noteworthy 

that internet users in Indonesia have reached 185.3 million, with the internet penetration rate 

increasing to 66.5%. A significant portion of this internet usage is dedicated to accessing social 

media, with 139 million users, or approximately 49.9% of the total population in Indonesia, using 

social media platforms as of January 2024 [2].  

The widespread use of social media not only influences the way society interacts but also 

provides opportunities for companies, especially those in the telecommunications sector, to gain a 

deeper understanding of customer needs and perceptions [3]. Through platforms such as Twitter, 

Facebook, and Instagram, consumers can easily convey their feedback, suggestions, or complaints 

regarding the services they receive [4]. For telecommunications companies, feedback from social 

media serves as a valuable source of information to evaluate service quality, enhance customer 

satisfaction, and identify issues that require immediate attention [5]. In this context, the ability to 

classify emotions in social media conversations becomes crucial, particularly in understanding 

customer sentiments and providing more timely and targeted responses. According to Paul Ekman, 

human emotions can be categorized into six fundamental emotions: happiness, sadness, fear, anger, 

disgust, and surprise [6]. Each of these emotions plays a significant role in understanding 

consumers' reactions to the services provided by companies, especially in the telecommunications 

sector. For instance, happiness often reflects satisfaction with a service, whereas anger typically 

indicates dissatisfaction or complaints. 

Unstructured text data, such as social media posts, presents complex challenges for text 

classification, as it requires attention to several important aspects, including sequential data, 

semantics, and syntactic. Sequential data refers to the ordered nature of text, where the sequence 

of words or phrases affects the overall meaning [7]. Each word is processed in sequence to 

recognize patterns in sentences, making it crucial to consider word order for accurate message 

comprehension [8]. The semantic aspect demands an understanding of the meaning of words and 

phrases in a particular context, which often varies in Natural Language Processing (NLP). 

Meanwhile, the syntactic aspect relates to the arrangement of grammatical elements such as subject, 

verb, and object, which help in understanding relationships between words in a sentence. 

 This study aims to employ the Bidirectional Long Short-Term Memory (BiLSTM) method as 
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a deep learning approach to classify six emotions: happiness, sadness, fear, anger, disgust, and 

surprise in telecommunications-related discussions on social media. The BiLSTM method is 

recognized for its ability to handle unstructured data, sequential data, as well as the semantic and 

syntactic aspects essential in text analysis [9]–[11]. Additionally, BiLSTM is capable of processing 

words in both directions simultaneously, i.e., forward (from the beginning to the end of the text) 

and backward (from the end to the beginning), allowing it to capture richer and more complex 

contexts and better understand the relationships between words in a text [12]. 

 

2.  MATERIALS AND METHODS 

The dataset for this investigation is derived from customer comments discussing 

telecommunications, specifically mentions and keywords related to Indosat, Telkomsel, XL, and 

Axis. These data were collected from various social media platforms, including Twitter, YouTube, 

Instagram, Facebook, and TikTok, over the observation period from June 1, 2023, to August 11, 

2023, resulting in a total of 11,730 posts. Data collection was facilitated using the Ripple10 

dashboard, which is only accessible to certain companies. The labeling process to classify these 

posts into six emotional categories “happiness”, “surprise”, “sadness”, “fear”, “anger”, and 

“disgust” was conducted manually. Posts expressing fear were assigned a label of (1), disgust (2), 

anger (3), surprise (4), happiness (5), and sadness (6). The flowchart attached to Figure 1 outlines 

the research methodology employed in conducting this study. 

 

Figure 1. Research process diagram 
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2.1 Text Preprocessing 

The initial stage in text mining is text preprocessing [13]. Text preprocessing is a crucial step 

that must be undertaken to ensure that the data can be optimally processed by the text mining 

system [14]. The purpose of text preprocessing is to convert unstructured text data into a more 

structured form [15]. This process involves several steps, including cleaning, where irrelevant 

characters such as hashtags, URLs, mentions, and symbols are removed to reduce noise [16]. Next, 

case folding is applied to convert all characters to lowercase, which aids in standardizing text and 

improving classification accuracy [17]. Tokenization breaks down the text into its smallest units, 

i.e., words, in preparation for further analysis [18]. Spelling normalization is performed to correct 

misspellings or replace certain abbreviations in the text data, while stopword removal eliminates 

less informative words, allowing for a focus on more meaningful terms [17]. Stemming is a 

linguistic process that removes affixes from words, grouping words with the same root, and 

improving the retrieval of documents in search and indexing systems [19]. To proceed with text 

classification, natural and unstructured text must be transformed into numerical data [20]. The next 

step involves word embedding, where words are mapped into vectors to capture semantic and 

syntactic meaning. FastText was chosen as the method for this study due to its superior 

performance in text classification [21]. Figure 2 illustrates the sequential steps involved in the text 

preprocessing phase, starting from input to word embedding, which ensures that the text data is 

prepared effectively for further analysis and classification 

 

Figure 2. Text preprocessing steps 

2.2 Borderline Synthetic Minority Oversampling Technique (B-SMOTE) 

Borderline-SMOTE, a variation of the SMOTE method proposed by Han, WenYuan, and 

Bing-Huan in 2005, is an oversampling technique focused on minority class samples that lie on 

the border of the majority class [22]. This focus on borderline samples is due to the higher risk of 

misclassification, as these samples are most vulnerable to incorrect predictions [23]. Therefore, it 

is crucial to estimate an optimal decision boundary to improve classification accuracy in the 



5 

EMOTION CLASSIFICATION IN TELECOMMUNICATION SERVICE POSTS 

context of imbalanced data. Borderline-SMOTE also effectively prevents the creation of irrelevant 

synthetic data, which can degrade model performance if oversampling is done randomly without 

considering the context of the class boundaries. 

2.3 Bidirectional Long Short-Term Memory (BiLSTM) 

Long Short-Term Memory (LSTM) is an improvement of the Recurrent Neural Network 

(RNN) architecture, incorporating memory cells to store long-term information, which helps 

overcome the vanishing gradient problem in RNNs when processing long sequential data [24]. 

This method has been widely implemented in various fields, such as speech recognition, natural 

language processing, and sequence modeling [25]. Figure 3 illustrates the architecture of a single 

LSTM neuron [26]. 

 

 

Figure 3. Single neuron within the LSTM architecture 

LSTM consists of four primary gates, namely the forget gate, input gate, cell state, and output 

gate. The forget gate takes in the inputs 𝒉𝑡−1 and 𝒙𝑡 to generate a value between 0 and 1 for 

𝒄𝑡−1. If the forget gate value is close to 1, the cell state information will be retained, whereas if it 

is near 0, the information is discarded. The input gate is the second gate that determines what new 

information will be added to the cell state through a combination of the sigmoid and tanh functions. 

The sigmoid function decides which information will be updated, and the tanh function creates a 

new update �̃�𝑡 to be added to the cell state. The output gate is the final gate that produces the 

hidden state 𝒉𝑡 based on the updated cell state. The LSTM equations are represented with the 

following notations [27]. 

𝒇𝑡 = 𝜎(𝑾𝑥𝑓 . 𝒙𝑡 +𝑾ℎ𝑓 . 𝒉𝑡−1 + 𝒃𝑓) (1) 

𝒊𝑡 = 𝜎(𝑾𝑥𝑖. 𝒙𝑡 +𝑾ℎ𝑖 . 𝒉𝑡−1 + 𝒃𝑖) (2) 

�̃�𝑡 = tanh⁡(𝑾𝑥𝑐. 𝒙𝑡 +𝑾ℎ𝑐 . 𝒉𝑡−1 + 𝒃𝑐) (3) 

𝒄𝑡 = 𝒇𝑡 ⊙𝒄𝑡−1 + 𝒊𝑡 ⊙ �̃�𝑡 (4) 
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𝒐𝑡 = 𝜎(𝑾𝑥𝑜. 𝒙𝑡 +𝑾ℎ𝑜 . 𝒉𝑡−1 + 𝒃0) (5) 

𝒉𝑡 = 𝑶𝑡 ⊙ 𝑡𝑎𝑛ℎ⁡(𝒄𝑡) (6) 

where 𝑾𝑥𝑓 ,𝑾𝑥𝑖 ,𝑾𝑥𝑐 ,𝑾𝑥𝑜 represent the trained weights, 𝒃𝑓 , 𝒃𝑖,, 𝒃𝑐, 𝒃0 are the trained biases, 

𝜎 denotes the sigmoid activation function, 𝒙𝑡 is the input at time t, 𝒉𝑡−1 is hidden state from 

previous time step, 𝒄𝑡 represent the cell state at time t, 𝒉𝑡⁡is output at time t, 𝐟t is the forget gate 

at time t, 𝒊𝑡  is the input gate at time t, 𝒐𝑡  is the output gate at time t and ⊙ indicates the 

element-wise product. 

However, LSTM processes sequences in only one direction (forward), which limits its ability to 

fully capture the context of longer sequences. Bidirectional Long Short-Term Memory (BiLSTM) 

addresses this issue by processing information in both directions (forward and backward), enabling 

simultaneous modeling of the context from both preceding and following words [28]. 

 

Figure 4. Bidirectional LSTM architecture 

As shown in Figure 4, the BiLSTM architecture consists of two layers: a forward layer that 

processes sequences from the beginning to the end, and a backward layer that processes them from 

the end to the beginning [29]. The two hidden states, 𝒉𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

 dan 𝒉𝑡
𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 from the LSTM 

are integrated to produce the final hidden state, 𝒉𝑡
𝐵𝑖𝐿𝑆𝑇𝑀 as outlined in Equation (7) [30]. 

𝒉𝑡
𝐵𝑖𝐿𝑆𝑇𝑀 = 𝒉𝑡

𝑓𝑜𝑟𝑤𝑎𝑟𝑑
⨁⁡𝒉𝑡

𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 
(7) 

with this bidirectional architecture, BiLSTM enables better contextual information capture and 

models longer dependencies in text classification [12]. 

2.4 Evaluation 

The classification model's performance is measured using a confusion matrix. [31]. The 

confusion matrix compares the system's predictions with the actual classification results. Four key 

terms are used in this evaluation: True Positive (TP), True Negative (TN), False Positive (FP), and 

False Negative (FN), which allow the calculation of performance metrics, including accuracy, 
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precision, recall, and F1-score [32]. 

Table 1. Confusion Matrix 6 × 6 

 Prediction 

Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 

 

 

 

Actual 

Class 1 𝑥11 𝑥12 𝑥13 𝑥14 𝑥15 𝑥16 

Class 2 𝑥21 𝑥22 𝑥23 𝑥24 𝑥25 𝑥26 

Class 3 𝑥31 𝑥32 𝑥33 𝑥34 𝑥35 𝑥36 

Class 4 𝑥41 𝑥42 𝑥43 𝑥44 𝑥45 𝑥46 

Class 5 𝑥51 𝑥52 𝑥53 𝑥54 𝑥55 𝑥56 

Class 6 𝑥61 𝑥62 𝑥63 𝑥64 𝑥65 𝑥66 

Table 1 presents the 6 × 6 confusion matrix used in multiclass classification, comparing the 

model's predicted classification to the actual classification. From this confusion matrix, various 

evaluation metrics can be computed to assess the performance of the model. [33]. 

𝐹𝑁𝑖 = ∑ 𝑥𝑖𝑗
𝑛
𝑗=1
𝑗≠𝑖

  (8) 

𝐹𝑃𝑖 = ∑ 𝑥𝑗𝑖
𝑛
𝑗=1
𝑗≠𝑖

  (9) 

𝑇𝑁𝑖 = ∑ ∑ 𝑥𝑗𝑘
𝑛
𝑘=1
𝑘≠𝑖

𝑛
𝑗=1
𝑗≠𝑖

  (10) 

𝑇𝑃𝑎𝑙𝑙 = ∑ 𝑥𝑗𝑗
𝑛
𝑗=1   (11) 

using these values, the following key metrics such as precision (𝑃𝑖), recall (𝑅𝑖), F1-score (𝐹𝑖) and 

accuracy (𝐴) can be calculated: 

𝑃𝑖 =
𝑇𝑃𝑎𝑙𝑙

𝑇𝑃𝑎𝑙𝑙+𝐹𝑃𝑖
      (12) 

𝑅𝑖 =
𝑇𝑃𝑎𝑙𝑙

𝑇𝑃𝑎𝑙𝑙+𝐹𝑁𝑖
     (13) 

𝐹𝑖 =
2∗𝑅∗𝑃

𝑅+𝑃
   (14) 

𝐴 =
𝑇𝑃𝑎𝑙𝑙

𝑡𝑜𝑡𝑎𝑙⁡⁡𝑡𝑒𝑠𝑡𝑖𝑛𝑔⁡𝑑𝑎𝑡𝑎
     (15) 

where 𝑖, 𝑗, 𝑘 = 1,2,3,4,5,6 these evaluation metrics offer a thorough assessment of the model's 

overall performance. 
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3. MAIN RESULTS 

3.1 Text preprocessing 

Text preprocessing is essential to ensure that text data can be properly interpreted and 

processed by text-processing systems. The steps involved in text preprocessing are outlined in 

Table 2 below. These steps include various processes, such as cleaning, which involves removing 

unwanted characters like hashtags, URLs, mentions, and symbols to retain the original data. 

Following this, case folding is applied to convert all characters to lowercase, enhancing 

classification accuracy and ensuring consistency across the dataset. The next step is tokenization, 

which breaks the text into individual words based on spaces, making it more readable for 

computational systems. Spelling normalization addresses spelling errors and replaces 

abbreviations with their full forms. Additionally, stopword removal eliminates non-essential words 

that do not significantly impact analysis, utilizing the NLTK library, while stemming reduces 

words to their root form by removing affixes, using the Sastrawi library. After that, the vocabulary 

tokens are converted into a sequence of numbers by assigning an integer to each token based on 

its position in the vocabulary index. Collectively, these preprocessing steps aim to refine and 

simplify the data, improve its quality, and prepare it for subsequent analysis. 

Table 2.  Text Preprocessing Result 

Process Result 

Input Duh ampun telkomsel ANJRIT gaada angin gada ujan sinyalnya ilang 

terus Ã°Å¸ËoeÂ 

Cleaning Duh ampun telkomsel ANJRIT gaada angin gada ujan sinyalnya ilang 

terus 

Case Folding duh ampun telkomsel anjrit gaada angin gada ujan sinyalnya ilang terus 

Tokenizing ['duh', 'ampun', 'telkomsel', 'anjrit', 'gaada', 'angin', 'gada', 'ujan', 

'sinyalnya', 'ilang', 'terus'] 

Spelling 

Normalization 

['aduh', 'ampun', 'telkomsel', 'anjing', 'tidak ada', 'angin', 'tidak ada', 

'hujan', 'sinyalnya', 'hilang', 'terus'] 

Stopword Removal ['aduh', 'ampun', 'telkomsel', 'anjing', 'tidak ada', 'angin', 'tidak ada', 

'hujan', 'sinyalnya', 'hilang'] 

Stemming ['aduh', 'ampun', 'telkomsel', 'anjing', 'tidak ada', 'angin', 'tidak ada', 

'hujan', 'sinyal', 'hilang'] 
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3.2 Imbalanced Data 

Imbalanced data occurs when there is a significant disproportion between class sizes in a 

dataset, with the majority class having more instances and the minority class having fewer. This 

imbalance can lead to biased learning, where the model becomes more proficient at predicting the 

majority class, thus compromising its ability to accurately classify minority instances. As a result, 

model performance declines, particularly in recognizing and classifying minority data. To address 

this issue, the B-SMOTE (Borderline Synthetic Minority Oversampling Technique) method is 

applied, which focuses on generating synthetic data for minority class instances that lie near the 

decision boundary, making them more prone to misclassification. 

 

 

 

 

(a) (b) 

Figure 5. Data balancing using B-SMOTE,  

(a) Plot showing the distribution of data before B-SMOTE balancing is applied, (b) Plot showing 

the distribution of data after B-SMOTE balancing is applied 

Figure 5 illustrates the data balancing process using the B-SMOTE method. In plot (a), we 

observe a significant class imbalance, with the 'anger' emotion (3) being the majority class, while 

the other emotions have considerably fewer instances. This imbalance can lead to a classification 

model that is biased toward the majority class, reducing its ability to accurately classify minority 

classes.  

After applying B-SMOTE, as depicted in plot (b), the distribution across all emotion labels is 

balanced, with each class containing 7,786 instances. This balancing process aims to enhance the 

model’s ability to recognize and classify minority classes, thus improving overall model 

performance by ensuring fair and accurate predictions across all emotion categories. 

3.3 Splitting Dataset 

This stage involves dividing the research data split into 80% training data, 10% validation 
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data, and 10% test data using the stratified hold out method to maintain balanced class distribution 

across each set. The sample size for each set is calculated proportionally based on the emotion 

classes. 

The training data consists of 37,372 samples, with 6,231 for the fear class, 6,249 for disgust, 

6,233 for anger, 6,181 for surprise, 6,279 for happiness, and 6,199 for sadness. The validation data 

comprises 4,672 samples, with 758 for fear, 771 for disgust, 807 for anger, 794 for surprise, 745 

for happiness, and 797 for sadness. The testing data consists of 4,672 samples, with 797 for fear, 

766 for disgust, 746 for anger, 811 for surprise, 762 for happiness, and 790 for sadness. 

3.4 Implementing Bidirectional LSTM for Data Modeling 

The modeling is structured with a network architecture consisting of four layers. First, the 

embedding layer with 300 dimensional vectors generated by the FastText model. Next, the data is 

passed to the BiLSTM layer, followed by a fully connected dense layer with dropout added to 

minimize overfitting. Finally, the output dense layer with 6 units and a softmax activation function 

is used to handle the multiclass classification task. To achieve the optimal model, precise 

hyperparameters are essential. The training data, which constitutes 80% of the dataset, is used for 

training, while 10% of the data is allocated for validation during training. Early Stopping with a 

maximum of 100 epochs is applied to prevent overfitting. The hyperparameters being tested 

include the number of neurons, dropout rate, batch size, and learning rate. Table 3 presents the 

results of the hyperparameter tuning process, outlining the BiLSTM parameters that were 

evaluated to identify the optimal configuration. 

Table 3.  Tuning hyperparameter 

Parameter Value Parameter Optimal 

BiLSTM Layer Neurons 32, 64, 128 64 

Dense Layer Neurons 32, 64, 128 128 

Dropout Rate 0.1, 0.2, 0.3, 0.4, 0.5 0.3 

Optimizer Adam Adam 

Batch Size 16, 32, 64, 128, 256 32 

Learning Rate 0.01, 0.001, 0.0001 0.001 

Epochs 100 18 

 Based on the hyperparameter tuning, the optimal parameters for the BiLSTM model were 

identified as 64 units for the BiLSTM layer, 128 neurons for the dense layer, a dropout rate of 0.3, 

a batch size of 32, and a learning rate of 0.001. Figure 6 shows the training and validation 
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performance of the model using the BiLSTM method with these optimal parameters. 

  

(a) (b) 

Figure 6. Training and Validation Graphs,  

(a) Accuracy Graph for Training and Validation, (b) Loss Graph for Training and Validation 

 As shown in Figure 6, the BiLSTM model achieved a training accuracy of 93.72% and a final 

loss value of 0.184. The validation accuracy exhibited a similar upward trend, indicating that the 

model effectively generalizes to unseen data. The continuous decrease in both training and 

validation loss further suggests effective learning, with minimal signs of overfitting throughout the 

training process. 

3.5 Evaluation Model 

The final step in this research is evaluating the model using the test data, consisting of 4,672 

samples that the model has not previously seen. The confusion matrix in Table 4 shows that the 

model correctly predicted 4,369 out of 4,672 samples. The class with the highest misclassification 

rate is sadness, which was often predicted as anger, possibly due to ambiguous sentences 

containing both emotions. The use of Borderline SMOTE may have also contributed to 

misclassifications by altering the semantic structure of the data. 

Table 4.  Confusion matrix result 

 Prediction 

Fear Disgust Anger Surprise Happiness Sadness 

 

 

 

Actual 

Fear 772 0 21 0 4 0 

Disgust 0 744 20 0 2 0 

Anger 4 9 711 0 15 7 

Surprise 1 0 6 803 1 0 

Happiness 0 0 20 0 742 0 

Sadness 6 2 163 2 20 597 
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The model's performance was evaluated using precision, recall, F1-score, and accuracy metrics 

derived from the confusion matrix in Table 4. These metrics were computed using Equation (12) 

for precision, Equation (13) for recall, Equation (14) for F1-score, and Equation (15) for accuracy. 

As shown in Table 5, the model achieved an overall F1-score of 93.48% and an accuracy of 93.51%. 

The sadness class had the lowest F1-score (82.58%), likely due to data ambiguity and the effect of 

oversampling. Despite this, the model demonstrated strong overall performance in classifying 

emotions in social media posts, particularly within discussions related to telecommunications 

topics. 

Table 5.  Performance matrix 

 Precision Recall F1-Score Accuracy 

Fear 0.9860 0.9686 0.9772  

 

 

0.9351 

Disgust 0.9854 0.9713 0.9783 

Anger 0.7556 0.9531 0.8429 

Surprise 0.9975 0.9901 0.9938 

Happiness 0.9464 0.9738 0.9599 

Sadness 0.9403 0.7361 0.8258 

overall 0.9432 0.9354 0.9348 

 

4. CONCLUSIONS 

Based on the results of the study, the application of the Bidirectional Long Short-Term 

Memory (BiLSTM) method demonstrated strong performance in classifying emotions on social 

media, specifically within discussions related to telecommunications topics. The best model was 

obtained with a configuration of 64 units in the BiLSTM layer, 128 neurons in the dense layer, a 

dropout rate of 0.3, the Adam optimizer, a batch size of 32, a learning rate of 0.001, and 18 epochs. 

On unseen data, the model achieved an accuracy of 93.51% and an overall F1-score of 93.48%. 

These results indicate that the model is effective for automatically predicting six fundamental 

emotions, which include fear, disgust, anger, surprise, happiness, and sadness in 

telecommunications-related discussion. 
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