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Abstract: Type 2 diabetes mellitus is a chronic metabolic disorder with a growing global prevalence, especially in 

developing countries. According to the International Diabetes Federation, Indonesia ranks fifth in the world for the 

highest number of diabetes cases, with 19.5 million adults affected by 2021. Early detection and intervention strategies 

are critical in managing this disease, and predictive models play a vital role in identifying individuals at high risk. 

Recent advances in regression analysis have introduced nonparametric and semiparametric regression methods, 

particularly truncated spline-based regression, which offer greater flexibility in capturing complex relationships in 

data. This study compares the performance of nonparametric and semiparametric truncated spline regression models 

in classifying binary response variables, specifically in predicting type 2 diabetes mellitus status. The models were 

evaluated using deviance values and classification accuracy metrics, including sensitivity, specificity, and precision. 

The results showed that the semiparametric truncated spline regression model outperformed the nonparametric 

approach, with lower deviance values (42.46 vs 52.94) and higher classification accuracy (86.67% vs 76.67%). In 

addition, the semiparametric model showed better sensitivity (97.44% vs 92.31%), specificity (66.67% vs 47.62%), 
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and precision (84.44% vs 76.60%), indicating a greater ability to correctly classify diabetic and non-diabetic 

individuals. 

Keywords: type 2 diabates mellitus; nonparametric; semiparametric; truncated spline; binary response. 

2020 AMS Subject Classification: 62J02, 62G05. 

 

1. INTRODUCTION 

Type 2 diabetes mellitus is a chronic metabolic disorder whose prevalence continues to 

increase worldwide. The condition is rapidly evolving into an epidemic in many countries, with 

the number of sufferers expected to double in the coming decades due to an increase in the ageing 

population, further burdening healthcare systems, especially in developing countries [1]. 

According to the Diabetes Atlas 2021 published by the international diabetes federation, there are 

an estimated 537 million people living with diabetes worldwide [2]. Based on the latest data from 

the international diabetes federation in 2021, Indonesia ranks fifth as the country with the highest 

number of people with diabetes, which is 19.5 million adults with a prevalence of 10.8%, where 

most cases of diabetes in Indonesia are type 2 Diabetes Mellitus. Type 2 diabetes mellitus is a 

metabolic disorder characterized by elevated blood sugar levels due to reduced insulin secretion 

by pancreatic beta cells and/or impaired insulin function. Insulin resistance commonly occurs in 

obese individuals and is marked by diminished insulin action in the liver and decreased glucose 

uptake in adipose and muscle tissues [3]. Although lifestyle modifications and pharmacological 

interventions have been recommended as preventive measures, they have not been entirely 

effective in curbing the rising prevalence of diabetes. Therefore, gaining a deeper understanding 

of the factors contributing to type 2 diabetes mellitus is essential for developing more effective 

treatment strategies. According to a World Heatlh Organization, in 2016, at least 41 million 

children under the age of five were overweight or obese (BMI ≥ 35 kg/m²). If this trend continues, 

an estimated 60% of the global population will be overweight or obese by 2030 [4]. 

With the increasing prevalence of type 2 diabetes mellitus, the development of more effective 

early detection and intervention strategies is crucial. Prediciton models play a vital role in 

identifying individuals at high risk of developing diabetes, thereby supporting informed clinical 

decision-making. Numerous predictive models have been proposed to assess and quantify diabetes 

risk factors. For example, Razavian et al. [5] developed a logistic regression based prediction 

model to estimate the incidence of type 2 diabetes, the developed model serves as a screening tool 

to identify individuals at high risk of the disease. Meanwhile, Zou et al. [6] applied machine 
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learning methods in predicting diabetes in Luzhou, China, with five-fold cross-validation to 

evaluate the performance of their model. In addition, Joshi and Dhakal [7] used the decision tree 

algorithm, one of the machine learning methods, to model the incidence of type 2 diabetes. 

Truncated spline based nonparametric and semiparametric regression has been widely applied 

in data analysis in recent years. These methods leverage advances in estimation techniques to 

capture more flexible relationship patterns compared to parametric approaches. Nonparametric 

regression using truncated splines is particularly advantageous in identifying varying relationship 

structures within specific sub-intervals [8]. Meanwhile, semiparametric regression integrates both 

parametric and nonparametric components, striking a balance between model interpretability and 

estimation flexibility. Several studies [9], [10] have applied truncated spline estimators in 

nonparametric regression. However, in many cases, the data may exhibit a partially known curve 

pattern, and also partially undergo changes that occur at certain sub-intervals. This condition 

encourages the development of semiparametric truncated spline regression, which combines the 

flexibility of nonparametric with parametric approaches. While a number of studies [11], [12], [13] 

have applied semiparametric truncated spline regression, but still focused on cases with 

quantitative response variables. In fact, in practice, there are often situations where the response 

variable is binary. As a result, the semiparametric truncated spline regression models that have 

been developed have not been able to fully handle cases with binary response variables. As 

scientific advancements continue, study [14] has explored a nonparametric approach based on 

truncated spline to analyze data with binary response variables, opening wider opportunities in the 

application of this method in various fields of study. 

Although there have been many studies comparing parametric and nonparametric regression, 

research on comparing the performance of truncated spline based nonparametric and 

semiparametric regression in categorical data analysis is still limited. Therefore, this study aims to 

compare the performance of the two approaches in modeling data with binary response variables, 

which is applied to data of status type 2 diabetes mellitus at Haji General Hospital Surabaya, 

Indonesia. The evaluation is done by using the deviance value and also the classification accuracy.  

Through this research, it is hoped that an overview of the advantages and limitations of 

nonparametric and semiparametric truncated spline regression in categorical data analysis can be 

obtained, as well as providing recommendations regarding the selection of models that are more 

suitable for the characteristics of the data used. 
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2. PRELIMINARIES 

This section provides information about the dataset we used for the analysis and some literature 

reviews for modeling the data. 

2.1. Dataset 

The dasatet of type 2 diabetes mellitus, age, body mass index, and waist circumference are 

presented in Table 1. 

Table 1. Dataset of Research 

Patient 

Number 

Type 2 Diabetes 

Milletus Status (𝒀) 
Age (𝑿𝟏) 

Body Mass 

Index (𝑿𝟐) 

Waist 

Circumference 

(𝑿𝟑) 

1 1 61 23.42 91 

2 1 51 22.66 90 

3 1 52 29.33 82 

⋮ ⋮ ⋮ ⋮ ⋮ 

60 0 71 24.02 90 

Table 1 presents an overview of the dataset utilized in this study. The dataset comprises type 

2 diabetes milletus status as the response variable, along with age, body mass index, and waist 

circumference as predictor variables, which are considered to influence diabetes. The data were 

collected from 60 patients. The response variable, type 2 diabetes mellitus status (𝑌), is measured 

on an binary scale, where category 0 represents non diabetes and category 1 represents diabetes. 

While the age variable (𝑋1), body mass index (𝑋2) and waist circumference (𝑋3) has a ratio scale. 

2.2. Nonparametric Truncated Spline Regression 

Spline regression is a polynomial regression analysis method that has continuous segmented 

properties. In nonparametric regression, spline has high flexibility so that it has the ability to 

estimate data behavior that tends to be different [8]. In a truncated spline, there are two components, 

namely the polynomial component and the truncated component. In this case, the polynomial has 

the property of being divided into several intervals formed by knots. 

If the variable function is approximated using a truncated spline function of degree m and knot 

points K1j, K2j, … , Krj, where j is 1, 2, ... , p. Then it can be written into the following equation [15]: 

𝑓(𝑥1𝑖, 𝑥2𝑖 , … , 𝑥𝑝𝑖) = 𝛽0 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑗𝑖
𝑘

𝑚

𝑘=1

𝑝

𝑗=1
+ ∑ ∑ 𝛽𝑗(𝑚+𝑢)(𝑥𝑗𝑖 − 𝐾𝑗𝑢)

+

𝑚𝑟

𝑢=1

𝑝

𝑗=1
 (1) 

with 𝑖 = 1,2, … , 𝑛 
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The Truncated function is given by: 

(𝑥𝑗𝑖 − 𝐾𝑗𝑢)+
𝑚 = {

(𝑥𝑗𝑖 − 𝐾𝑗𝑢) 
𝑚 , 𝑥𝑗𝑖  ≥  𝐾𝑗𝑢 

0                      , 𝑥𝑗𝑖 < 𝐾𝑗𝑢 
 (2) 

Where 𝛽0, 𝛽𝑗𝑘,  and 𝛽𝑗(𝑚+𝑢)  , 𝑗 = 1,2, … , 𝑝  , 𝑘 = 1,2, … ,𝑚 , 𝑢 = 1,2, … , 𝑟  are the model 

parameters in the Truncated Spline function. 

2.3. Semiparametric Truncated Spline Regression 

Semiparametric regression merges both nonparametric and parametric elements. Given paired 

data (𝑣𝑗𝑖 , 𝑤𝑗𝑖 , 𝑦𝑖 ) and the relationship between 𝑥𝑗𝑖 , 𝑚𝑗𝑖 , and 𝑦𝑖  is assumed to follow a 

semiparametric regression model [16].  

𝑦𝑖 = 𝑔(𝑣𝑗𝑖) + 𝑓(𝑥𝑗𝑖) + 𝜀𝑖  , 𝑖 = 1,2, … , 𝑛 (3) 

where 𝑦𝑖  represents the response variable, 𝑔(𝑣𝑗𝑖) is a parametric function, and 𝑓(𝑥𝑗𝑖) is a 

nonparametric function and 𝜀𝑖 is the error or unexplained variability not accounted for by the 

model components. 

In nonparametric regression, splines provide flexibility, enabling them to model data with 

varying patterns. In this case, this polynomial has the property of being divided into several 

intervals formed by knot points. The knots will indicate the truncated function attached to the 

estimator [17].  Based on equation (3) Truncated Spline semiparametric regression can generally 

be formulated as follows: 

𝑔(𝑣𝑗𝑖) =  𝛿0 + 𝛿1𝑣1𝑖 + 𝛿2𝑣2𝑖 + ⋯+ 𝛿𝑞𝑣𝑞𝑖 

𝑓(𝑥𝑗𝑖) =  𝛽0 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑗𝑖
𝑘

𝑚

𝑘=1

𝑝

𝑗=1
+ ∑ ∑ 𝛽𝑗(𝑚+𝑢)(𝑥𝑗𝑖 − 𝐾𝑗𝑢)

+

𝑚
 

𝑟

𝑢=1

𝑝

𝑗=1
 

where the Truncated function is given by: 

(𝑥𝑗𝑖 − 𝐾𝑗𝑢)
+

𝑚
= {

(𝑥𝑗𝑖 − 𝐾𝑗𝑢)
 

𝑚
 , 𝑥𝑗𝑖  ≥  𝐾𝑗𝑢 

0                      , 𝑥𝑗𝑖 < 𝐾𝑗𝑢 
 (4) 

So that the Truncated Spline Semiparametric Regression can be written as: 

𝑦𝑖 = 𝛿0 + 𝛿1𝑣1𝑖 + ⋯+ 𝛿𝑞𝑣𝑞𝑖 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑗𝑖
𝑘

𝑚

𝑘=1

𝑝

𝑗=1
+ ∑ ∑ 𝛽𝑗(𝑚+𝑢)(𝑥𝑗𝑖 − 𝐾𝑗𝑢)

+

𝑚
 

𝑟

𝑢=1

𝑝

𝑗=1
+ 𝜀𝑖  

 (5) 

2.4. Truncated Spline Regression for Binary Response 

Given 𝑥1𝑖 ,  𝑥2𝑖 ,  …  , 𝑥𝑝𝑖   ;  𝑖 =  1,  2 , . . . , 𝑛 , are as many as 𝑝  predictor variables. 

Furthermore, response variable (𝑌𝑖) is bernoulli distributed, with a probability distribution of  
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[18]: 

𝑌𝑖 ~ 𝐵 (1, π(𝑥1𝑖 ,  𝑥2𝑖,  …  ,  𝑥𝑝𝑖)) ,  𝑖 = 1,2, … , 𝑛  

with the probability function [18]: 

𝑃(𝑌𝑖 =  𝑦𝑖) =  π(𝑥𝑖)
𝑦𝑖(1 − π(𝑥𝑖))

1−𝑦𝑖
;  𝑦𝑖 = 0,1 ;  𝑖 = 1,2, … , 𝑛 (6) 

Where π(𝑥𝑖) is defined in the probability distribution function  𝑃(𝑌𝑖  =  𝑦𝑖) as follows: 

𝑃(𝑌𝑖 =  𝑦𝑖) =  = (
π(𝑥𝑖)

1 − π(𝑥𝑖)
)

𝑦𝑖

(1 − π(𝑥𝑖)) (7) 

In the context of regression for binary response data, the logit function is a tool to transform 

the nonlinear relationship between predictor variables and probabilities into a linear relationship. 

From equation (7), then we made in the natural logarithm function (ln) 

ln 𝑃(𝑌𝑖  =  𝑦𝑖) =  𝑦𝑖  ln (
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
)
 

+ ln(1 − 𝜋(𝑥𝑖)) (8) 

When made in exponential form, equation (8) forms an exponential family distribution function 

exp(ln𝑃(𝑌𝑖  =  𝑦𝑖))  = exp (𝑦𝑖  ln (
π(𝑥𝑖)

1 − π(𝑥𝑖)
)
 

+ ln(1 − π(𝑥𝑖))) (9) 

where, the distribution function of the exponential family is defined as follows: 

𝑓(𝑦𝑖, 𝑧) = exp (
𝑦𝑖. ℎ − 𝑏(ℎ) 

𝑎(∅)
+ 𝑐(𝑧, ∅)) 

Thus, 

𝑃(𝑌𝑖  =  𝑦𝑖) = exp(
𝑦𝑖  ln (

𝜋(𝑥𝑖)
1 − 𝜋(𝑥𝑖)

)
 

− (− ln(1 − 𝜋(𝑥𝑖)) )

1
) (10) 

where, the logit function is obtained 

ℎ = ln(
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
) (11) 

Equation (11) is a link function used to simplify the logistic regression model to facilitate 

parameter estimation. To achieve this goal, logit transformation is used. 

 ℎ = ln (
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
) 

ln(exp(ℎ)) = ln (
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
) 
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exp(ℎ) =
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
 

exp(ℎ) = 𝜋(𝑥𝑖) + exp(ℎ) 𝜋(𝑥𝑖) 

𝜋(𝑥𝑖) =
exp(ℎ)

1 + exp(ℎ)
 (12) 

The Logistic Regression model can be written as follows equation (12) and logit transformation of 

𝜋(𝑥𝑖)  is defined as follows: 

ln (
𝜋(𝑥𝑖)

1 − 𝜋(𝑥𝑖)
) = 𝑓(𝑥1𝑖,  𝑥2𝑖 , …  , 𝑥𝑝𝑖) (13) 

𝑓(𝑥1𝑖,  𝑥2𝑖 , …  , 𝑥𝑝𝑖)  is approximated by nonparametric and semiparametric truncated spline 

function with knot points K1j, K2j, … , Krj , where j is 1, 2, …, 𝑝. 

The logit equation of onparametric truncated spline for binary response is obtained as follows: 

ln (
π(𝑥𝑖)

1 − π(𝑥𝑖)
) = 𝛽0 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑗𝑖

𝑘
𝑚

𝑘=1

𝑝

𝑗=1
+ ∑ ∑ 𝛽𝑗(𝑚+𝑢)(𝑥𝑗𝑖 − 𝐾𝑗𝑢)

+

𝑚𝑟

𝑢=1

𝑝

𝑗=1
 (14) 

The logit equation of semiparametric truncated spline for binary response is obtained as follows: 

ln (
π(𝑥𝑖)

1 − π(𝑥𝑖)
) =  𝛿0 + 𝛿1𝑣1𝑖 + ⋯+ 𝛿𝑞𝑣𝑞𝑖 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑗𝑖

𝑘
𝑚

𝑘=1

𝑝

𝑗=1
 

+ ∑ ∑ 𝛽𝑗(𝑚+𝑢)(𝑥𝑗𝑖 − 𝐾𝑗𝑢)
+

𝑚
 

𝑟

𝑢=1

𝑝

𝑗=1
+ 𝜀𝑖 

(15) 

Truncated function for Spline is defined as follows: 

(𝑥𝑗𝑖 − 𝐾𝑗𝑢)
+

 
= {

(𝑥𝑗𝑖 − 𝐾𝑗𝑢)
 

 
 , 𝑥𝑗𝑖 ≥ 𝐾𝑗𝑢 

0                      , 𝑥𝑗𝑖 < 𝐾𝑗𝑢

 

The logit function of truncated spline function can be presented in matrix form: 

[
 
 
 
 
 1
1
⋮
1

  

𝑥11
 

𝑥12
  

⋮
𝑥1𝑛

 

    

⋯
⋯
⋱
⋯

  

𝑥11
𝑚

𝑥12
𝑚

⋮
𝑥1𝑛

𝑚

 

(𝑥11
 − 𝐾11)

𝑚
+

 

(𝑥12
 − 𝐾11)

𝑚
+

 

⋮
(𝑥1𝑛

 − 𝐾11)
𝑚

+

 

⋯
⋯
⋱
⋯

  

𝑥𝑝1
𝑚

𝑥𝑝2
𝑚

⋮
𝑥𝑝𝑛

𝑚

  

⋯
⋯
⋱
⋯

  

(𝑥𝑝1
 − 𝐾𝑝𝑟)+

𝑚

(𝑥𝑝2
 − 𝐾𝑝𝑟)+

𝑚

⋮

(𝑥𝑝𝑛
 − 𝐾𝑝𝑟)+

𝑚

]
 
 
 
 
 

[
 
 
 
 

𝛽0

𝛽11

𝛽12

⋮
𝛽𝑝(𝑚+𝑟)]

 
 
 
 

 

 

2.5. Evaluation of Classification Criteria 

To assess the performance of the classification method, various metrics such as Sensitivity, 

Specificity, Accuracy, and F1-Score are utilized. These metrics are derived from the classification 

results, which are summarized in the following Confusion Matrix table: 
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Tabel 2. Tabel Confusion Matrix 

Actual Group 
Prediction Group 

Total 
0 1 

0 A B A+B 

1 C D C+D 

Total A+C B+D A+B+C+D 

Accuracy measures how often the model gives correct predictions for both positive and 

negative cases overall. It is the ratio of the number of correct predictions to the total number of 

predictions. Specificity measures the ability of the model to identify true negative cases, i.e. the 

proportion of all negative cases that are correctly classified by the model. Sensitivity measures 

how well the model can identify true positive cases. In other words, it is the proportion of all 

positive cases that are correctly classified by the model. Precision is a measure that indicates how 

precise the model is in classifying positive cases. Formula for calculating the case of classification 

criterial can be found in equation as follows: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐴 + 𝐷

𝐴 + 𝐵 + 𝐶 +  𝐷
 (16) 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝐷

𝐶 + 𝐷
 (17) 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝐴

𝐴 + 𝐵
 (18) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐷

𝐷 + 𝐵
 (19) 

 

3. MAIN RESULTS 

This section provides results and discussion of the implementation of methods on type 2 diabetes 

mellitus data at the Haji general hospital Surabaya. 

 

3.1.  Characteristics of Data 

In the following, we provide the boxplots for each predictors varible against with the type 2 

diabetes mellitus status. 
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Figure 1. Boxplot for The Age Agaist The Type 2 Diabetes Mellitus 

 

 

Figure 2. Boxplot for The Body Mass Index Agaist The Type 2 Diabetes Mellitus 
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Figure 3. Boxplot for The Waist Circumeference Agaist The Type 2 Diabetes Mellitus 

Figure 1 to Figure 3 show boxplots that can provide an indication of the effect of predictor 

variables on type 2 diabetes mellitus. Figure 1 shows that the interquartile range in category 1 

(diabetes) is longer than category 0 (non diabetes), which indicates that age data in individuals 

with diabetes is more dispersed than individuals non diabetes. Figure 2 also shows that the 

interquartile range in category 1 (diabetes) is longer than category 0 (non diabetes), so it can be 

concluded that body mass index data in individuals with diabetes is more spread out than 

individuals non diabetes. Then Figure 3 shows that the interquartile range in category 0 (non 

diabates) is longer than category 1 (diabetes), so it can be concluded that waist circumference data 

in individuals non diabetes is more spread out than individuals with diabetes. Based on this, it can 

be seen that there are differences in the distribution of age, body mass index, and waist 

circumference levels between categories of type 2 diabetes mellitus. This can be an indication that 

the variables of age, body mass index, and waist circumference have an effects on the incidence 

of diabetes. Furthermore, a general description of the predictor variables is known through 

descriptive statistics shown in Table 3. 
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Table 3. Descriptive statistics of age, body mass index, and waist circumference based on type 2 

diabetes mellitus 

Variable 

Type 2 

Diabates 

Mellitus 

Total 

Count 
Mean Variance Minimum Maximum Range 

Age 

Diabates 39 62.95 76.05 51 83 32 

Non 

Diabates 
21 47.09 27.29 17 71 54 

Body Mass 

Index 

Diabates 39 25.50 12.57 18.49 25 15.29 

Non 

Diabates 
21 22.37 20.018 16.02 31.25 15.23 

Waits 

Circumference 

Diabates 39 93.39 73.45 82 115 33 

Non 

Diabates 
21 84.95 173.85 64 119 55 

Table 3 shows more information about the predictor variables. The Age variable explains that 

patients with type 2 diabetes have an average age of 62.95 years with a variation of 76.05, and an 

age range of 32 years from a minimum of 51 years to a maximum of 83 years. Meanwhile, patients 

non diabetes have an average age of 47.09 years with a variation of 27.29, and an age range of 54 

years from a minimum of 17 years to a maximum of 71 years. Thus, it can be concluded that 

patients with type 2 diabetes have a higher average age than patients non diabetes. The Body Mass 

Index variable shows that the average body mass index of patients with type 2 diabetes is 25.50, 

with a variation of 12.57, and a range of 15.29 from a minimum value of 18.49 to a maximum of 

25. Meanwhile, the average body mass index of patients non diabetes is 22.37, with a variation of 

20.018, and a range of 15.23 from a minimum value of 16.02 to a maximum of 31.25. Thus, 

patients with type 2 diabetes tend to have a higher body mass index than patients non diabetes. 

The waist circumference variable showed that patients with type 2 diabetes had an average waist 

circumference of 93.39, with a variation of 73.45, and a range of 33 from a minimum of 82 to a 

maximum of 115. Meanwhile, patients non diabetes had a mean waist circumference of 84.95, 

with a variation of 173.85, and a range of 55 from a minimum of 64 to a maximum of 119. Thus, 

patients with type 2 diabetes have a larger waist circumference than patients non diabetes. In 

addition, Figure 4 to Figure 6 provides an overview of the relationship pattern (scatterplot) between 
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the response variable and the predictor variables, where the predictor variables have been 

categorized into several interval groups [18]. 

 

Figure 4. Scatterplot for The Group of Age Agaist The Type 2 Diabetes Mellitus 

 

 

Figure 5. Scatterplot for The Group of Body Mass Index Agaist The Type 2 Diabetes Mellitus 
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Figure 6. Scatterplot for The Group of Wirst Circumference Agaist The Type 2 Diabetes Mellitus 
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Furthermore, modeling will be done with a nonparametric approach, which will then be 

compared with a semiparametric model. Before estimating the parameters of the nonparametric 
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in the following table. 
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Table 4. AIC Value based on Knot Point Candidate of Nonparametric Model 

Number of Knot 

Points 
𝑲𝒋𝒖 Knot Point Value AIC 

1,1,1 𝐾1𝑢 𝐾11 50 

55.79 

  𝐾12  

  𝐾13  

 𝐾2𝑢 𝐾21 21.94 

  𝐾22  

  𝐾23  

 𝐾3𝑢 𝐾31 100.67 

  𝐾32  

  𝐾33  

1,1,2 𝑲𝟏𝒖 𝑲𝟏𝟏 50 

55.23* 

  𝑲𝟏𝟐  

  𝑲𝟏𝟑  

 𝑲𝟐𝒖 𝑲𝟐𝟏 27.86 

  𝑲𝟐𝟐  

  𝑲𝟐𝟑  

 𝑲𝟑𝒖 𝑲𝟑𝟏 82.34 

  𝑲𝟑𝟐 100.67 

  𝑲𝟑𝟑  

1,2,2 𝐾1𝑢 𝐾11 50 

56.52 

  𝐾12  

  𝐾13  

 𝐾2𝑢 𝐾21 24.90 

  𝐾22 27.86 

  𝐾23  

 𝐾3𝑢 𝐾31 82.34 

  𝐾32 100.67 

  𝐾33  

⋮ 

3,3,3 𝐾1𝑢 𝐾11 50 

58.99 

  𝐾12 61 

  𝐾13 72 

 𝐾2𝑢 𝐾21 21.94 

  𝐾22 24.90 

  𝐾23 27.86 

 𝐾3𝑢 𝐾31 82.34 

  𝐾32 91.5 

  𝐾33 100.67 
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Based on the table 4, the optimal knot points obtained are 50 for 𝑋1,  27.86 for 𝑋2, then 82.34, 

and 100.67 for 𝑋3  is a model with an minimum AIC value of 55.23. The truncated spline 

nonparametric regression model based on the optimal knot points is given as follows: 

𝜋(𝒙𝒊) =
exp(ℎ)

1 + exp(ℎ)
 

Where 

ℎ = 𝛽0 + ∑ 𝛽𝑗1𝑥𝑗𝑖 + 𝛽12(𝑥1𝑖 −  50)+
 + 𝛽22(𝑥2𝑖 −  27.86)+

 + 𝛽32(𝑥3𝑖 −  82.34)+
  

3

𝑗=1
 

+ 𝛽33(𝑥3𝑖 −  100.67)+
  

With the truncated spline nonparametric regression for binary response method, the model 

parameter estimation results for the data of status type 2 diabetes mellitus are given in the following 

table 5. 

Table 5. Parameter Estimation Results of Nonparametric Model 

Parameter Estimation 

𝛽0 -0.901 

𝛽11 0.305 

𝛽12 0.207 

𝛽21 0.176 

𝛽22 -0.062 

𝛽31 -0.231 

𝛽32 0.290 

𝛽33 -0.134 

Based on the estimation results in Table 5, the model is given as follows: 

𝜋(𝒙𝒊) =
exp(ℎ)

1 + exp(ℎ)
 

(20) 

Where 

ℎ = −0.901 + 0.305𝑥1𝑖 + 0.207(𝑥1𝑖 −  50)+
 + 0.176𝑥2𝑖 − 0.062(𝑥2𝑖 −  27.86)+

 − 0.231𝑥3𝑖+
 

+ 0.290(𝑥3𝑖 −  82.34)+
 − 0.134(𝑥3𝑖 −  100.67)+

   

The model in equation 20 shows how the predictor variables affect the probability of type 2 

diabetes mellitus. The coefficient of 0.305 indicates that before the age of 50 years, every 1 year 

increase in age increases diabetes by 0.305. After the age of 50 years, there is a change in the 

pattern of influence with a coefficient of 0.207. In other words, after passing the age of 50 years, 
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the effect of age on diabetes risk becomes stronger. Furthermore, before the body mass index of 

27.86 has a coefficient value of 0.176, meaning that every 1 unit increase in body mass index 

increases diabetes by 0.176. After a body mass index of 27.86, the effect is reduced by 0.062, 

which means that an increase in body mass index after this point has less influence on diabetes 

risk. This illustrates that the relationship between body mass index and diabetes risk is not always 

linear, and there is a point where the effect of body mass index on diabetes risk becomes smaller. 

The coefficient -0.231 indicates that before the knot, an increase in waist circumference reduces 

diabetes. After a waist circumference of 82.34, the effect changes with a coefficient of 0.290, which 

means that an increase in waist circumference after this point increases the risk of diabetes. After 

waist circumference 100.67, the effect decreases again by 0.134. 

 

3.3. Estimation Result of Semiparemetric Truncated Spline Regression for Binary Response on 

Type 2 Diabates Mellitus Data 

This section discusses modeling type 2 diabetes mellitus data using a semiparametric truncated 

spline  model for binary response data. In this semiparametric approach, the age variable 

(Denoted as 𝑉1  to differentiate it from the symbols representing nonparametric variables.) is 

treated as a parametric variable and other variable are treated as nonparametric variables. 

Meanwhile, the number of knot points is limited to 3. The list of candidate knot points used is 

presented in Table 6 to ensure the model reaches the optimal level. 

Table 6. AIC Value based on Knot Point Candidate of Semiparametric Model 

Number of Knot 

Points 
𝑲𝒋𝒖 Knot Point Value AIC 

1,1 𝐾2𝑢 𝐾21 18.24 

58.44 

  𝐾22  

  𝐾23  

 𝐾3𝑢 𝐾31 112.12 

  𝐾32  

  𝐾33  

1,2 𝐾2𝑢 𝐾21 29.34 

57.80 

  𝐾22  

  𝐾23  

 𝐾3𝑢 𝐾31 84.62 

  𝐾32 11.12 

  𝐾33  
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Number of Knot 

Points 
𝑲𝒋𝒖 Knot Point Value AIC 

2,1 𝑲𝟐𝒖 𝑲𝟐𝟏 20.46 

56.46* 

  𝑲𝟐𝟐 29.34 

  𝑲𝟐𝟑  

 𝑲𝟑𝒖 𝑲𝟑𝟏 112.12 

  𝑲𝟑𝟐  

  𝑲𝟑𝟑  

⋮ 

3,3 𝐾2𝑢 𝐾21 18.24 

58.59 

  𝐾22 24.90 

  𝐾23 29.34 

 𝐾3𝑢 𝐾31 84.62 

  𝐾32 98.37 

  𝐾33 112.12 

Based on the table 6, the optimal knot points obtained are 20.46, and 29.34 for 𝑋2, and 112.12 for 

𝑋3  is a model with an minimum AIC value of 56.46. The truncated spline semiparametric 

regression model based on the optimal knot points is given as follows: 

𝜋(𝒙𝒊) =
exp(ℎ)

1 + exp(ℎ)
 

Where 

ℎ = 𝛿0 + 𝛿1𝑣1𝑖 + ∑ 𝛽𝑗1𝑥𝑗𝑖

3

𝑗=2
 + 𝛽22(𝑥2𝑖 −  20.46)+

 + 𝛽23(𝑥2𝑖 −  29.34)+
  

+ 𝛽32(𝑥3𝑖 −  112.12)+
  

With the Truncated Spline semiparametric regression for binary response method, the model 

parameter estimation results for the data of status type 2 diabetes mellitus are given in the following 

table 7. 

Table 7. Parameter Estimation Results of Semiparametric Model 

Parameter Estimation 

𝛿0 -42.793 

𝛿1 0.138 

𝛽21 1.705 

𝛽22 -1.838 

𝛽23 23.525 

𝛽31 0.015 

𝛽32 -9.172 



18 

AFIQAH SAFFA SURIASLAN, I NYOMAN BUDIANTARA, VITA RATNSARI 

Based on the estimation results in Table 7, the model is given as follows: 

𝜋(𝒙𝒊) =
exp(ℎ)

1 + exp(ℎ)
 (21) 

Where 

ℎ = −42.793 + 0.138𝑣1𝑖 + 1.705𝑥2𝑖 − 1.838(𝑥2𝑖 −  20.46)+
 + 23.525(𝑥2𝑖 −  29.34)+

 

+ 0.015𝑥3𝑖 − 9.172(𝑥3𝑖 −  20.46)+
  

The model in equation 21 shows how the predictor variables affect the probability of type 2 

diabetes mellitus. Every year increase in age increases the likelihood of developing diabetes by 

0.138, which means that the older one gets, the higher the risk of developing diabetes. The 

relationship between body mass index and diabetes risk shows a non-linear pattern. Before 

reaching 20.46, every 1 unit increase in body mass index increases the risk of diabetes by 1.705. 

However, after crossing this figure, the effect decreases by 1.838, so the impact on diabetes risk 

becomes smaller. Conversely, after body mass index reaches 29.34, the risk of diabetes increases 

by 23.525, indicating that individuals with a high body mass index have a much greater risk of 

diabetes. For waist circumference, before reaching 20.46, the increase has almost no significant 

impact on diabetes risk. However, after crossing this mark, the effect changes drastically to 

negative with 9.172, meaning that an increase in waist circumference after this point actually 

decreases the risk of diabetes significantly. This suggests that the relationship between waist 

circumference and diabetes risk is not always unidirectional, but rather depends on a certain tipping 

point. 

3.4. Comparison of Classification Criteria Evaluation in Nonparametric and Semiparametric 

Models 

The more optimal regression model can be determined based on the smallest deviance value. Based 

on the deviance statistical test results, the following results are obtained: 

Table 8. Comparison of Deviance Values 

Model Deviance Values 

Truncated Spline Nonparametric Regression for Binary Response 52.94 

Truncated Spline Semiparametric Regression for Binary Response 42.46 

Based on Table 8, the deviance value for truncated spline semiparametric regression model 

(42.46) is smaller than the deviance value for truncated spline nonparametric regression model 

(52.94). So that the truncated spline semiparametric regression for binary response model is a 



19 

A COMPARATIVE STUDY OF NONPARAMETRIC AND SEMIPARAMETRIC APPROACHES 

better model for  status type 2 diabetes mellitus. 

The next step is to calculate the classification value between the actual observation value and 

the predicted value obtained from the model that has been formed. The confusion matrix can be 

used to measure classification accuracy for binary response data. 

Table 9. Confusion Matrix 

Truncated Spline Nonparametric 

Regression for Binary Response 

Prediction 

 Non Diabetes Diabetes 

Actual 

Non 

Diabetes 
10 11 

Diabetes 3 36 

Truncated Spline Semiparametric 

Regression for Binary Response 

Prediction 

 Non Diabetes 1 

Actual 

Non 

Diabetes 
14 7 

Diabetes 1 38 

Table 9 shows that there are 10 individu classified as a non diabetes and 36 individu classified 

diabates that are correctly predicted by the truncated spline nonparametric regression model for 

binary response data. For the truncated spline semiparametric regression model, the table shows 

that there are 14 individu classified as non diabetes and 38 individu classified as diabetes that are 

correctly by the model.  

In evaluating the performance of regression models for binary response data, evaluation 

criteria are used to determine how well the model can classify the data. Table 10 below presents 

the comparison between the two regression model. 

Table 10. Confusion Matrix 

Criteria 

Model 

Truncated Spline 

Nonparametric Regression 

for Binary Response 

Truncated Spline 

Semiparametric Regression 

for Binary Response 

Accuracy 76.67% 86.67% 

Sensitivity 92.31% 97.44% 

Specificity 47.62% 66.67% 

Precision 76.60% 84.44% 
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The comparative analysis of the two regression models indicates that the semiparametric 

approach outperforms the nonparametric approach in classification accuracy. The semiparametric 

model achieves a higher accuracy of 86.67% compared to 76.67% for the nonparametric model, 

demonstrating its superior ability to correctly classify individuals. Moreover, the semiparametric 

model exhibits greater sensitivity (97.44%) than the nonparametric model (92.31%), indicating 

semiparametric model is better at detecting individuals who actually have diabetes. In terms of 

specificity, the semiparametric model has a higher value (66.67%) than the nonparametric model 

(47.62%), indicating that this model is better at identifying individuals who do not have diabetes. 

Additionally, the semiparametric model demonstrates higher precision (84.44%) compared to the 

nonparametric model (76.60%), signifying that its positive predictions are more reliable with a 

lower margin of error. Overall, the semiparametric model proves to be superior across all 

evaluation metrics, including accuracy, sensitivity, specificity, and precision. This finding suggests 

that incorporating parametric components in truncated spline regression allows for a more flexible 

modeling of relationships across different sub-intervals, leading to improved classification 

performance. 

4. CONCLUSION 

Based on the estimation results of the semiparametric truncated spline  regression model for 

binary response data, it can be concluded that this model provides better performance than the 

nonparametric model in predicting type 2 diabetes mellitus status. This conclusion is supported by 

the lower deviance value in the semiparametric model and its superior evaluation criteria.  The 

analysis results indicate that age has a positive effect on the risk of type 2 diabetes mellitus. That 

is, the older a person gets, the greater the probability of that individual developing diabetes. This 

finding aligns with existing literature, which highlights age as a major determinant in diabetes risk, 

due to metabolic changes and increased insulin resistance in older individuals Additionally, body 

mass index and waist circumference significantly contribute to the model. Using the truncated 

spline approach, knots were identified in these variables, indicating a nonlinear relationship with 

diabetes risk. For example, an increase in body mass index may have a relatively minor effect on 

diabetes risk up to a certain threshold. A similar pattern is observed for waist circumference, where 

exceeding a specific threshold is associated with a significantly higher likelihood of developing 

type 2 diabetes mellitus. 

The strength of the semiparametric approach with a truncated spline in this model lies in its 
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flexibility to capture complex relationships between predictor variables and response variable 

(binary). It accommodates patterns that are partially linear and patterns that are partially invariant 

within certain sub-intervals, such as body mass index and waist circumference. The model is 

expected to provide a more comprehensive understanding of diabetes risk factors, serving as a 

valuable basis for decision-making in the health sector, especially in the prevention and treatment 

of type 2 diabetes mellitus. 
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