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Abstract. We know the Monte Carlo method for high number of samples is an unbiased estimator, as well as 

converges with slowly speed. To address this problem,  quasi- Monte Carlo methods were introduced. Quasi-Monte 

Carlo method has good efficiency and strong convergence, but as the dimension of the problem increases, the 

advantage of quasi-Monte Carlo method quickly decreases, and the error of quasi-Monte Carlo increases, so. To 

solve this problem, we use the hybrid Monte Carlo method. Hybrid Monte Carlo is composed of hybrid sequence. 

Hybrid sequence is a combination of Monte Carlo, quasi-Monte Carlo and randomize quasi-Monte Carlo. In this we 

use hybrid Monte Carlo method using Halton sequence based on partitioning the interval Monte Carlo method using 

Halton sequence based on partitioning the interval       to k  subintervals and control the number to follow must 

possible informity on       .  Also, as an alternative, we use scramble on Halton sequence to increase the unifotmity 

on the all areas of desired sections whole parts.   
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Introduction 

Quasi-Monte Carlo (QMC) methods are the deterministic version of Monte Carlo (MC) methods 

[11]. Halton sequence is a popular class of low-discrepancy sequences, and one of its important 

advantages is that the Halton sequence is easy to implement due to its definition via the radical 

inverse function [1]. This low-discrepancy sequence was introduced by Halton [6]. The Halton 
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sequence [1] is a general s-dimensional sequence in the unit hypercube       . The first 

dimension of the Halton sequence is the Van Der Corput sequence base 2 and the second 

dimension is the sequence using base 3. Dimension s of the Halton sequence is the sequence 

using the s
th

 prime number as the base. simplest hybrid sequence has been  combined of random 

sequence and low-discrepancy sequence, such that some of researchers worked in this issue, for 

instance  [2,9,10]. 

In this paper, in the first section we introduce Monte Carlo method and the new method. We call 

this method PMC or p-rand and based on this method, partition random numbers are generated. 

And we will express the corresponding algorithm for this method. In the second section we 

express low-discrepancy sequences and explain about Halton sequence.  In the third section, we 

will explain about mixed sequence. And the last section we will show numerical results for 

estimate integral. 

 

1. Monte Carlo Method (MC) 

Monte Carlo method is an analytical technique for solving a problem by performing a large 

number of trial runs, called simulations, and inferring a solution from the collective results of the 

trial runs. Monte Carlo integration is to use random points for the numerical evaluation of an 

integral [15]. 

  ∫        
   

 
∑      

 

   

 

 

 

in this method we approximate I by taking random variables    and arithmetic averaging by 

contribution      .  In the special case of the above equation is integration bounded on      ,  

  ∫        
 

 
∑      

 

   

 

 

  

The base of Monte Carlo method is to generate independent identically distributed random 

variables on      , which the interval number uniformly distributed on       to generate these 

distributed random variables, we employ the rand function on Matlab programming software.  

Estimated results of the Monte Carlo integral are reliable, however we can significantly improve 

the results by managing and partitioning of the random numbers generated that is known as p-

rand or PMC method. 
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Algorithm of the method:  

Step 1.  Choose   as the number of random numbers. 

Step 2.  Choose number of sample points. 

Step 3. Choose     number of sub-interval’s j, with           , where   is the a number of 

subintervals. 

Results are shown separately in two histograms. 

   

 

Fig 1. Histogram for N=1000, left histogram using the rand-function, and right histogram 

partitioning by use of the rand-function in Matlab programming software. 

 

2. Quasi-Monte Carlo Method (QMC) 

    Monte Carlo method is used for integrals estimating, solving linear equations, finding 

eigenvalues of the matrix and etc, have revealed some demerits including lack of efficiency, low 

convergence speed, high radius of convergence. So, after so many achievements in this issue, 
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eventually the Quasi-Monte Carlo methods has been proposed instead of the Monte Carlo 

method for covering all of the before mentioned inefficiencies. 

Briefly, in QMC the following relation is hold; 

  ∫        
 

 
∑      

 
     

. 

QMC methods can be viewed as deterministic versions of Monte Carlo methods. 

 

2.1 Quasi-random sequences 

The quasi-Monte Carlo methods are similar to the Monte Carlo method so that this method 

evaluates a multi-integral by substituting it with average values of the computed integrand at the 

generated deterministic points. Quasi- Monte Carlo methods are based on quasi-random 

sequences, and usually is known as low- discrepancy sequences. The best sequences and most 

commonly used of these sequences are: Halton, Sobol, Faure and Niederreiter sequences 

[1,3,6,11]. In this paper we use the following Halton sequence.  

For an integer      , let                   denote the least residue system modulo  .  

Let 

  ∑          
 

   
 

with all             and         for all  sufficiently large   be the unique digit expansion of 

the integer       in base   , [5,15]. 

The radical-inverse function in base      for               is defined by 

   
    ∑                

 
 

where   is the  permutations on        ’s. 

For pairwise coprime integers               , the Halton sequence in the bases            is 

given by 

       
         

            

for                   

    We remind that quasi-random sequence (low discrepancy sequence) for high dimension will 

lost their own effectiveness; in other word the high dimensions correlation of these points will be 

increased and concentration will be placed around the lines, therefore for making up this demerit 
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these points will be scrambled. In this paper we will utilize the scrambling method for Halton 

sequence that introduced by Kocis and Whiten in [7], and this method called '' RR2''.    

 

2.2 The Koksma-Hlawka Inequality 

For any sequence           and any function   with variation in the sense of Hardy-

Krause,        bounded,   have 

|
 

 
∑           

 

   
|        

  

where   
  is the star-discrepancy of point set              

The star discrepancy of the first   Halton points in dimension   with relatively prime bases 

          in  

  
       

 

 
          

 

 
           

that     is coefficient for the Halton [3,4,13],  

                                                             ∏
    

      
   

    

In order to minimize error, we should be reduce   
     or     . 

3. Hybrid Monte Carlo Method  

In problem of moderate dimensions, the quasi-Monte Carlo method usually provides better 

estimate than the Monte Carlo method. However, as the dimension of the problem increase, the 

advantage the quasi-Monte Carlo methods diminish quickly. Some researchers have also 

proposed a method to solve this problem, and it called mixed method [14]. 

In this method we will disuse about methods that have been named mixed method. Mixed 

method is made up mixed sequence. Mixed sequence is combined MC sequence (or PMC 

sequence) by randomized (scrambled) QMC sequence (RQMC), [14]. Padding PMC sequence 

by randomized QMC (RQMC).  

We are consider the problem of estimate the multidimensional integration  

       ∫        
  

∫  
 

 
∫                     
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According to the Monte Carlo method [15],  

 ̂  
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where      are  -dimensional vectors chosen adaptable, where      for           , are 

sequences of variables  -dimensional. Let           be  -dimensional subset of variables 

         , for    .  

Then one has the following points [14]: 

1- Sample           using a  -dimensional MC sequence  and for             of the 

variables use (s-d)-dimensional partition low-discrepancy sequence (call mixed method, 

padding MC by PQMC); 

2- Sample           using a  -dimensional partition Monte Carlo (p-rand) sequence  and 

for             of the variables use (   )-dimensional low-discrepancy sequence (call 

mixed method, padding PMC by QMC); 

3- Sample           using a  -dimensional MC  sequence  and for             of the 

variables use (   )-dimensional RQMC sequence (call mixed method, padding MC by 

RQMC); 

4- Sample           using a  -dimensional Partition Monte Carlo (p-rand) sequence and 

for             of the variables use (   )-dimensional RQMC sequence (call mixed 

method, padding PMC by RQMC). 

Here                    be a s-dimensional sequence by concatenating by vectors      and     . 

In the first strategy,     ,   , are independent random variables with the uniform distribution 

on       , and             is a      -dimensional low-discrepancy sequence. In the second 

strategy,     ,      are partitioned independent random variables with the uniform distribution 

on       , and             is similar to the first strategy. In the third strategy,     ,      are 

independent random variablres with the uniform distribution on       , and             is a 

     -dimensional randomized Quasi-Monte Carlo (RQMC) sequence. Last one ,     ,  

   are similar to the second strategy, and           is similar to the third strategy. All of the 

above defined sequences are called mixed sequences. 

    In this section we compute the star discrepancy for hybrid sequence and low-discrepancy 

sequence (Halton sequence). We note that, if the dimension of deterministic section (     -

dimension of low-discrepancy sequence) be equal of  , then mixed sequence conversion to low-

discrepancy sequence, also star discrepancy for hybrid Monte Carlo of the following equation is 

obtained [13]. 
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Theorem Let      (         )  be a s-dimensional mixed sequence, where {    }
   

 
 be a 

     -dimensional low-discrepancy sequence with 

  
 (    )        

 

 
            

 

 
             

 and      is a random variable with the uniform distribution on         Then,  for sufficiently 

large N, and for        and  the star discrepancy for mixed       sequence satisfies [13], 

  
 (    )  

 

 
 

 ⁄
       

 

 
            

 

 
             

this star discrepancy with probability greater than or equal to           
.  

In other words 

    
 (    )  

 

 
 

 ⁄
       

 

 
            

 

 
                        

 

proof in  ̈     et al [14]. 

Table 1 

Bounds for the discrepancy 

s          
    

  

4 2                       

6 3                       

8  

10 

4 

5 

          

          

          

           

 

 

In the table, we compute    
  and   

 , that the   
   is lower bound  the upper bound for the 

discrepancy of the  -dimensional Halton sequence, and   
   be the probabilistic upper bound for 

the corresponding mixed       sequence. The best values for   ,        for the Halton 

sequence, and corresponding  mixed          sequence. In this table using three digits rounding, 

and constant values      ,         ,      , and           . 

 

The numerical results are becoming clearer for them in drawing together the team apart from the 

figures. 
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Fig 3.  Star discrepancy for hybrid sequence padding MC by Halton 

 

 

 

Fig 4.   Star discrepancy for Halton sequence. 

The efficiency of the hybrid sequence is illustrated by the following figures. 
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Fig 5.   Fig 5.A ; represents the point sets for 60-dimensional Halton sequence which stand for 

bases of 167 and 173 with N = 4096. And fig 5.B; is allotted to the point sets for 60-dimensional 

mixed sequence, with X-axis  Halton sequence for  base of 167 and Y-axis  random numbers 

generated in which  N = 4096. 

 

In figure 5.A the point sets of 60-dimensional Halton sequence for 39
th

 and 40
th

 dimension for 

the bases of 167 and 173 in which N = 4096 has been displayed. Also,  figure 5.B demonstrated 

the point sets of 60-dimensional mixed sequence, where X-axis stand for Halton sequence for the 

base 167 and Y-axis stand for 20
th

 dimension random numbers generated where N = 4096. It is 

plainly visible that in figure 5.A correlation between points set of the Halton sequence for high 

dimensional is strong. Figure 5.B illustrates uniformity of the point sets of the mixed sequence 

utilized in hybrid Monte Carlo method in comparison with the points set of Halton sequence in 
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figure 5.A. In other word, by using the mixed sequence correlation between the points set of 

Halton sequence for high dimension has been broken down [8]. 

 

Fig 6.  Fig 6. A ; represents the point sets for 60-dimensional Holton sequence which stand for 

bases of 167 and 173 with N = 4096. And Fig 6. B; is allotted to the point sets for 60-

dimensional mixed sequence, with X-axis  Halton sequence for  base of 167 and Y-axis  

partitioning pseudo-random numbers generated in which  N = 4096. 

 

In figure 6.A  the point sets of 60-dimensional Halton sequence for 39
th

 and 40
th

 dimension for 

the bases of 167 and 173 in which N = 4096 has been displayed. Also,  figure 6.B  demonstrated 

the point sets of 60-dimensional mixed sequence, where X-axis stand for Halton sequence for the 

base 167 and Y-axis stand for 20
th

 dimension partitioning random numbers generated where N = 
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4096. It is plainly visible that in figure 6.A correlation between points set of the Halton sequence 

for high dimensional is strong. Figure 6.B illustrates uniformity of the point sets of the mixed 

sequence utilized in hybrid Monte Carlo method in comparison with the points set of Halton 

sequence in figure 6.A. In Figure 6.B mixed sequence is padding PMC(p-rand) by Halton. Also 

this figure shows that by partitioning random numbers generated lows discrepancy between these 

points and distributed uniformity. 

In other word, by using the mixed sequence (padding PMC (p-rand) by Halton) correlation 

between the points set of Halton sequence for high dimension has been broken down and these 

points distributed uniformity.  

 

Numerical results 

oslA  we can partition low discrepancy sequences lr rsli iA PMC. In this section we compare 

hybrid sequences together and testify the efficiency of the PMC sequence the following integrals 

will be examined:   ∫  ∫ ∏
 

 
                   

   
 

 

 

 
. 

We apply the PMC for the integral  . According to the study it is concluded that if the dimension 

of scramble or deterministic section be equal 3, then the integral estimation error would be the 

lowest one. 
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