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Abstract. The current paper investigates a differential equation which has several applications in various ar-

eas of physics and engineering. In this paper some collocation methods have been implemented for solving the
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modifications are proposed to overcome them. To see the efficiency of the presented methods some illustrative

examples are given.
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A famous area of interest in the field of aerodynamics is the boundary layer theory. This

problem involves the two-dimensional steady and laminar incompressible flows passing a semi-

infinite wedge or a flat plate, that generally are expressed as a partial differential equation named

Prandtl problem. We want to solve the Prandtl problem in a region including the parabolic

boundary layer.

The most celebrated family of similarity solutions for these boundary layer flows was discov-

ered by Falkner and Skan [15]. In fact Falkner and Skan developed a similarity transformation

which reduced this partial differential equation to an one-dimensional third-order boundary

value problem named Falkner–Skan equation. So the Falkner–Skan equation is an ordinary d-

ifferential equation derived originally from a problem in boundary layer theory. This ordinary

differential equation is given by

d3 f
dη3 + f (η)

d2 f
dη2 +β (1− (

d f
dη

)2) = 0, η ∈ [0,∞],

with boundary conditions

f (0) = f ′(0) = 0, f ′(∞) = 1.

The diversity of application of Falkner–Skan equation in fluid mechanics caused to a strong

interest to solve this equation. Generally this equation cannot be solved directly in a closed

form. Therefore, it must be solved by numerical methods. The significance of solution of this

equation has motivated many works, most related to the numerical nature of its solution.

First numerical works on this equation include [8, 18]. Numerical solution of this problem

by employing finite difference scheme is given by [5, 7, 44, 50, 51]. Authors of [12, 13, 46]

discussed the Falkner–Skan wedge flow by spectral and pseudo-spectral methods. Shooting

method also was implemented [32, 41, 45, 48]. Other methods such as differential transforma-

tion method [23], homotopy perturbation method [53], and Adomian decomposition method [2,

14] were presented for solving this equation numerically. For more information about this e-

quation see [1, 30].

For solving Falkner–Skan equation it is enough to find a value for d2 f
dη2 (0). So in this work we

try to find this value via spectral and Kansa’s collocation methods.



130 ASMA AZIZI, HABIBOLLA LATIFIZADEH

The spectral collocation method emanated roughly in 1970. This method aries from the

fundamental problem of approximation of a function by interpolation on an interval, and is very

much successful for the numerical solution of ordinary or partial differential equations [6]. In

fact the main advantage of this method lies in high accuracy even for a given small number

of unknowns. Strong convergence estimates for spectral collocation method were applied to

ordinary boundary value problems [20].

Also stability results are obtained with a fairly small number of collocation points. Although

the spectral collocation method is remarkably useful to solve differential equations, there are

a number of demerits associated with its use. Increasing N frequently causes that the corre-

sponding differentiation matrices become ill-conditioned. Therefore, there has been remarkable

interest in recent years in extending well-conditioned spectral collocation methods.

Mai–Duy [34] was introduced an approach to implement the spectral collocation method

based on integration rather than conventional differentiation. This use of integration allows the

multiple boundary conditions to be incorporated more efficiently. In [34] the author described

this subject. Author of [12] used the conventional spectral collocation method to solve Falkner–

Skan equation, but in the current work we use the approach of [34] to solve it. We also refer the

interested reader to [3, 4, 19, 43] for more research works on Falkner–Skan equation.

Solving equations by traditional numerical methods such as finite difference, finite element

and boundary element methods needs generation of a regular mesh in the domain of the problem

which is computationally expensive.

In the last 15 years, radial basis functions have been very effective tools to approximate the

solutions of equations. A radial basis function is a real-valued function whose values depend

only on the distance from some points, called centers. The originator of the radial basis function

is due to Hardy for interpolation problems [16]. Some well-known functions that generate radial

basis functions are Hardy Multiquadric (MQ) functions, Inverse Multiquadric (IMQ) functions

and Gaussian (Ga) functions that are defined as follows respectively

φ(r) =
√

r2 + c2,

φ(r) = (
√

r2 + c2)−1,
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φ(r) = e−cr2
.

The concept of solving differential equations using radial basis functions was first introduced by

Kansa [24, 25], who directly collocated the radial basis functions for the approximate solution

of differential equations. This method is known as Kansa collocation method. The existence

and uniqueness and convergence proofs in applying the radial basis functions were given in

[39]. Madych and Nelson proved that MQ has exponential convergence [33].

Compared to numerical classical methods such as finite difference and finite element meth-

ods, there are several other advantages of Kansa collocation method [27]. Mainly Kansa col-

location method is truly meshless in the sense that the collocation points need not have any

connectivity requirement as needed in the finite difference and finite element methods [40].

Therefore, this method is very easy to implement, has good accuracy rather than finite differ-

ence method [25, 54] the classical collocation [26] and finite element method [28]. Also the use

of univariate radial basis functions in principle saves the computational time for evaluating the

approximation of the solution [21]. Because of dimensional independent property of the radial

basis functions, they are very attractive to solve high-dimensional equations.

After introducing Kansa collocation method by Kansa it has received a great deal of attention

from researchers. This method was implemented for various partial and ordinary differential

equations. Heat transfer [54] 1-D and 2-D nonlinear Burger’s equation [22, 29], Korteweg-

de vries (Kdv) equation [11], 1-D parabolic partial differential equations subject to initial and

nonlinear boundary conditions [49], and ill-posed boundary value problems [9] were solved by

radial basis functions collocation method.

Motivated by the aforementioned works, we are interested in solving the Falkner–Skan equa-

tion by this method, so in this paper the Falkner–Skan equation is solved by Kansa collocation

method.

Despite of merits of Kansa collocation method, there are some obstacles for it. Firstly most

radial basis functions depend on a parameter c, named shape parameter. The optimal choice of

the shape parameter is still an open question [49]. On the other hand, the big obstacle for Kansa

collocation method is that the resultant coefficient matrix is usually full, nonsymmetric and

highly ill-conditioned that restricts the applicability of Kansa collocation method [27]. Also as
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shown in [33] the accuracy for approximation a derivative by conventional radial basis functions

is a decreasing order of the derivative. For the last difficulty authors of [35] have suggested the

idea of constructing the radial basis functions approximations through integration. In this paper,

this idea is used to solve the Falkner–Skan equation.

There are currently several ways to solve the ill-conditioning problem of radial basis func-

tions for solving differential equations. In this work we propose a new technique to overcome

this problem.

This paper is organized as follows:

In Section 2, some spectral collocation methods have been used for solving Falkner–Skan

equation. This equation is solved via Kansa collocation method in Section 3. A new technique

is used for solving Falkner–Skan equation in Section 4. By some illustrative examples, we

will show and compare the efficiency of the new method presented in the current work. Some

concluding remarks are given at the end of this paper.

2. Solving the boundary-layer problem via collocation method

After considering the classical two-dimensional incompressible boundary layer flow pasts a

wedge and implementing similarity transforms on the Prandtl equation by Falkner and Skan, we

have the 1-dimensional third order boundary value problem known as Falkner–Skan equation

given by

d3 f
dη3 + f

d2 f
dη2 +β (1− (

d f
dη

)2) = 0, η ∈ [0,∞],

with boundary conditions

f (0) = 0,
d f
dη

(0) = 0,
d f
dη

(∞) = 1.

The third condition of boundary conditions is usually replaced by the condition

d f
dη

(η∞) = 1,

for some sufficiently large values of η∞ which are determined experimentally. So the domain

of problem will be [0,η∞].
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Elbarbary used the traditional spectral collocation method to solve this equation [12]. He

used Chebyshev polynomials as basis functions, next introduced algebraic mapping

ξ =
2η

η∞

−1,

to transform the domain [0,η∞] to domain [−1,1], so by this mapping Falkner–Skan equation

becomes

(1)
d3 f
dξ 3 +

η∞

2
f

d2 f
dξ 2 +β ((

η∞

2
)

3
− η∞

2
(

d f
dξ

)2) = 0, ξ ∈ [−1,1],

(2) f (−1) = 0,
d f
dξ

(−1) = 0,
d f
dξ

(1) =
η∞

2
.

In his method f (ξ ), the solution of (1) with conditions (2) is approximated by the linear com-

bination of Chebyshev polynomials by unknown coefficients i.e

f (ξ ) =
N

∑
n=0

anTn(ξ ).

So f ′ and f ′′ and f ′′′ are achieved by taking derivative of f (ξ ). After substituting f , f ′, f ′′

and f ′′′ in (1) and (2) and then substituting Gauss-Lobatto points in the corresponding equation

we have a nonlinear system that is solved by Newton iteration method. By this method author

of [12] has solved the Falkner–Skan equation for some different values of β and has achieved
d2 f
dη2 (0) = f ′′(0) for N = 20.

In [34] an indirect spectral collocation method that is more successful than the classical spec-

tral collocation method has introduced. In this work, we use the method of [34] to solve the

Falkner–Skan equation.

Suppose Falkner–Skan equation is given by (1) and (2). In this type of collocation method

we set

(3)
d3 f
dξ 3 =

N

∑
n=0

anTn(ξ ),

so we have

(4)
d2 f
dξ 2 =

∫ N

∑
n=0

anTn(ξ )dξ =
N

∑
n=0

anI2,n(ξ )+d1,
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and

(5)
d f
dξ

=
∫ N

∑
n=0

(anI2,n(ξ )+d1)dξ =
N

∑
n=0

anI1,n(ξ )+d1ξ +d2,

and

(6) f =
∫ N

∑
n=0

(anI1,n(ξ )+d1ξ +d2)dξ =
N

∑
n=0

anI0,n(ξ )+d1
ξ 2

2
+d2ξ +d3,

where I2,n(ξ ) =
∫ ξ

0 Tn(x)dx and I1,n(ξ ) =
∫ ξ

0 I2,n(x)dx and I0,n(ξ ) =
∫ ξ

0 I1,n(x)dx and d1 and

d2 and d3 are integration constants. I2,n and I1,n and I0,n can be determined by integration of

Chebyshev polynomials directly. They were computed in [34] such as

I2,n(ξ ) =
∫

ξ

0
Tn(x)dx =

n
2

[ n
2 ]

∑
m=0

(−1)m 2n−2m(n−m−1)!
m!(n−2m+1)!

ξ
n−2m+1,

I1,n(ξ ) =
∫

ξ

0
I2,n(x)dx =

n
2

[ n
2 ]

∑
m=0

(−1)m 2n−2m(n−m−1)!
m!(n−2m+2)!

ξ
n−2m+2,

I0,n(ξ ) =
∫

ξ

0
I1,n(x)dx =

n
2

[ n
2 ]

∑
m=0

(−1)m 2n−2m(n−m−1)!
m!(n−2m+3)!

ξ
n−2m+3.

Now (3), (4), (5) and (6) are substituted to (1). So we get

N

∑
n=0

anTn(ξ )+
η∞

2
(

N

∑
n=0

anI0,n(ξ )+d1
ξ 2

2
+d2ξ +d3)(

N

∑
n=0

anI2,n(ξ )+d1)

+β ((
η∞

2
)

3
− η∞

2
(

N

∑
n=0

anI1,n(ξ )+d1ξ +d2)
2) = 0.

Then Gauss–Lobatto points ξn = −cos(nπ

N ), n = 0, ...,N are substituted to this equation sep-

arately, so we have N + 1 equations with N + 4 unknowns, because as it is seen apart from

Chebyshev coefficients an, the integration constants are unknown, too. So we are forced to add

three equations to this system. Boundary conditions are used to solve this problem. So we have

to solve the following system to find the coefficients a0,a1, ...,an and constants d1,d2,d3

N

∑
n=0

anTn(ξ j)+
η∞

2
(

N

∑
n=0

anI0,n(ξ j)+d1
ξ 2

j

2
+d2ξ j +d3)(

N

∑
n=0

anI2,n(ξ j)+d1)

+β ((
η∞

2
)

3
− η∞

2
(

N

∑
n=0

anI1,n(ξ j)+d1ξ j +d2)
2) = 0, j = 0,1, ...,N,

N

∑
n=0

anI0,n(−1)+
d1

2
−d2 +d3 = 0,
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N

∑
n=0

anI1,n(−1)−d1 +d2 = 0,

N

∑
n=0

anI1,n(1)+d1 +d2−
η∞

2
= 0.

The resulting non-linear system is solved by Newton method.

3. Solving the equation via Kansa collocation method

In this section the Falkner–Skan equation is solved by the method that was introduced by

Kansa [24]. The process is similar to spectral collocation method. The main difference between

them is to select basis functions and collocation points.

The method of Kansa uses the radial basis functions as basis functions. Madych and Nel-

son [33] proved that multiquadric (MQ) mesh-independent radial basis functions enjoy expo-

nential convergence [24].

The i-th shape parameter is introduced as

(7) ci = min{|ηi−ηi+1|, |ηi−ηi−1|},

where N collocation points in interval [a,b] are chosen such as

(8) ηi = a+(i−1)
b−a
N−1

, i = 1,2, ...,N.

In fact ci is the distance from the i-th center to the nearest center [37]. Now the Falkner–Skan

equation is given by

(9)
d3 f
dη3 + f

d2 f
dη2 +β (1− (

d f
dη

)2) = 0, η ∈ [0,η∞],

(10) f (0) = 0,
d f
dη

(0) = 0,
d f
dη

(η∞) = 1.

In the classical method of Kansa, solution of (9) is approximated by the linear combination of

radial basis functions with unknown coefficients. It is shown in [33] that the order of accuracy

of approximating a derivative by conventional radial basis function decreases by one [35]. For
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this difficulty authors of [35] suggested the idea of constructing the radial basis functions ap-

proximations through integration. So, we use this idea to solve (9) and (10). According to this

method we set

(11)
d3 f
dη3 =

N

∑
n=1

λnφn(η),

where φn is Hardy Multiquadric function
√
(η−ηn)2 + cn2. So we have

(12)
d2 f
dη2 =

∫ N

∑
n=1

λnφn(η)dη =
N

∑
n=1

λnH2,n(η)+d1,

(13)
d f
dη

=
∫ N

∑
n=1

(λnH2,n(η)+d1)dη =
N

∑
n=1

λnH1,n(η)+d1η +d2,

(14) f =
∫ N

∑
n=1

(λnH1,n(η)+d1η +d2)dη =
N

∑
n=1

λnH0,n(η)+d1
η2

2
+d2η +d3,

where H2,n(η) =
∫ η

0 φn(x)dx and H1,n(η) =
∫ η

0 H2,n(x)dx and H0,n(η) =
∫ η

0 H1,n(x)dx and d1

and d2 and d3 are integration constants. Now we define

S(η ,λ1, . . . ,λN ,d1,d2,d3) = f ′′′(η ,λ1, . . . ,λN)

+ f (η ,λ1, . . . ,λN ,d1,d2,d3) f ′′(η ,λ1, . . . ,λN ,d1)

+β (1− f ′(η ,λ1, . . . ,λN ,d1,d2)
2),

where primes denote differentiation with respect to η . The Eqs. (11), (12), (13) and (14) are

substituted in S and according to (8) N collocation points are chosen in interval [0,η∞] and are

substituted in S. So we have a nonlinear system

G(λ1, . . . ,λN ,d1,d2,d3) = 0,

where

Gi(λ1, . . . ,λN ,d1,d2,d3) = S(ηi,λ1, . . . ,λN ,d1,d2,d3), i = 1, . . . ,N,

GN+1(λ1, . . . ,λN ,d1,d2,d3) = f (0,λ1, . . . ,λN ,d1,d2,d3),

GN+2(λ1, . . . ,λN ,d1,d2,d3) = f ′(0,λ1, . . . ,λN ,d1,d2),

GN+3(λ1, . . . ,λN ,d1,d2,d3) = f ′(η∞,λ1, . . . ,λN ,d1,d2)−1.

The resulting non-linear system is solved by Newton method to find λ1,λ2, ...,λN ,d1,d2 and d3.
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4. The Kansa method combined with a finite difference method

As it was said before, despite of merits of Kansa method, there are some obstacles for it.

The main demerit of this method is the resultant system which is generated from discretization

using this method. The resultant coefficient matrix is usually full, nonsymmetric and highly ill-

conditioned that restricts the applicability of Kansa method. In this method we can’t increase N,

because the method will be unstable. On the other hand, this method with small N can’t achieve

sufficiently accurate results. So this method needs an effective modification. In this section the

Falkner–Skan equation is solved by Kansa method combined with a finite difference method.

This work uses the approach which was defined by [5]. Let u = f ′, so the Falkner–Skan

equation becomes

(15)

 f ′ = u, f (0) = 0,

u′′+ f u′+β (1−u2) = 0, u(0) = 0, u(η∞) = 1.

To determine u and f , we divide the interval [0,η∞] to L subintervals of length h = η∞

L and

define

η j = jh, j = 0,1, . . . ,L.

So the boundary conditions will be

f0 = 0, u0 = 0, uL = 1.

By discretization of (15) we have

(16)


f j− f j−1

h − u j+u j+1
2 = 0, f0 = 0,

u j+1−2u j+u j−1
h2 + f j

u j+1−u j−1
2h +β (1−u2

j) = 0, u0 = 0, uL = 1.

Now the unknown vectors uT = [u1, . . . ,uL−1] and f T = [ f1, . . . , fL] are defined to construct

a nonlinear system G = 0. Via Newton iteration method this system can be solved. So by a

finite-difference method, solution of the Falkner–Skan equation can be obtained. Due to the

importance of finding f ′′(0), it is enough to concentrate on the [η0,η1] to solve Falkner–Skan

equation. So we solve the problem

(17)
d3 f
dη3 + f

d2 f
dη2 +β (1− (

d f
dη

)2) = 0, η ∈ [0,η1],
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(18) f (0) = 0,
d f
dη

(0) = 0,
d f
dη

(η1) = y1,

via Kansa method where y1 is found by the finite difference scheme. According to (8), N

collocation points are chosen in [η0,η1] and the shape parameters are selected as introduced

in (7). Now we can solve (17) with boundary conditions (18) using Kansa method (See the

previous section).

Using this technique, the number of collocation points has been reduced . Therefore, the

discretized problem is less ill-conditioned.

5. Numerical results and discussion

In this section the introduced collocation methods are implemented for some kinds of Falkner-

Skan equation and results are shown for f ′′(0). Table 1, compares the methods of [12, 7, 42]

and the indirect spectral collocation method developed in the current paper, discretization by

each of methods results a system of 21 unknowns. For a fair comparison, the method of [12]

and the indirect spectral collocation method were implemented for less numbers of collocation

points.

Also the condition numbers of the resulting systems are computed and results are shown in

Table 2. These results demonstrate that the indirect spectral collocation method is more effective

than the method of [12]. For example, suppose that the exact solution of f ′′(0) for Falkner–Skan

equation with β = 0.5 and η∞ = 3.7 is 0.927805 that was achieved from method of [12] with

21 collocation points. The method of [12] attained the value 1.0594 with 13 collocation points,

but the indirect spectral collocation method attained the value 0.927804 with only 8 collocation

points. This shows that the convergence of the indirect spectral collocation method is faster.

Moreover, in the first example with the exact value 1.67223 for f ′′(0), the method of [12] has

reported the value 1.5667 for f ′′(0) with choice of 11 collocation points, but the indirect spectral

collocation method has resulted the value 1.6872 with the same number of collocation points.

Because of larger condition number of the resulted system in the method of [12], it uses

more CPU time than the indirect spectral collocation method. The condition numbers show

the stability of the indirect spectral collocation method rather than the method of [12]. Kansa
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method can be used successfully to solve Falkner–Skan equation. Tables 3 and 4, show the

values that are achieved from Kansa’s method with Hardy multiquadric and inverse multiquadric

radial basis functions, respectively. This method attains reasonable results by minimum number

of collocation points. Modification of this method is done via a finite difference method.

Table 5, shows the results and represents the advantages of this modification. Although with

small numbers of domain partition and large η1 the results are the same as Kansa method, but

when η1 becomes smaller the results become more accurate in so far as with η1 = η∞

24 and only

3 collocation points we have results the same as results of method presented in [12] with 21

collocation points. For example let us consider the last example with β = 0 and η∞ = 6.9.

The method of [12] attains the value 0.4696 for f ′′(0) with 21 collocation points, the indirect

spectral collocation method attains this value with 8 collocation points, Kansa method can’t

attain this value even with 5 collocation points, but the new technique with η1 = η∞

6 and only

3 collocation points, produces this value. So the new method developed in the current paper

based on this modification can be more effective than the Kansa method.

6. Conclusion

In this paper some collocation methods have been implemented for solving the Falkner–

Skan equation. Our emphasis has been on the computational efficiency of these methods. A

comparison between the presented methods shows that the indirect spectral collocation methods

are more efficient, stable and more accurate than the direct one. Also a new technique based

on a finite difference method is presented to improve the method of radial basis functions for

solving the Faklner–Skan boundary-layer problem in larger domains. Results show that the new

technique is more accurate and stable than the Kansa method.
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TABLE 1. Comparison of f ′′(0) obtained by various methods for some Falkner-

Skan equations

η∞ β [12] [42] [7] indirect spectral

collocation method

3.1 2 1.68722586 1.6872 1.6872 1.68723238

3.7 0.5 0.92780539 0.9278 0.9278 0.92781320

4.4 0.3 0.77478274 0.7747 0.7747 0.77476620

6.9 0 0.46960012 0.4696 0.4696 0.46960004

TABLE 2. Comparison of f ′′(0), number of collocation points, number of itera-

tions and condition numbers obtained by various methods for some Falkner-Skan

equations. Note that a(b) means a×10b.

Method N f ′′(0) number of iterations condition number

β = 2 [12] 10 1.5667 11 8.2520(6)

η∞ = 3.1 indirect spectral 7 1.687198 6 93.0221

collocation method

β = 0.5 [12] 12 1.0594 8 6.1663(9)

η∞ = 3.7 indirect spectral 7 0.927804 6 65.5554

collocation method

β = 0.3 [12] 15 0.7818 9 1(5)

η∞ = 4.4 inderct spectral 7 0.774767 5 124.8

collocation method

β = 0 [12] 10 0.06 7 5.0541(4)

η∞ = 6.9 indirect spectral 7 0.469582 8 909.9324

collocation method
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TABLE 3. approximations of f ′′(0) via Kansa collocation method using Hardy

multiquadric functions

N f ′′(0) time(second)

β = 2 3 1.6621 1.5377

5 1.6519 3.0123

η∞ = 3.1 7 1.6715 4.5880

β = 0.5 3 0.9005 5.6720

5 0.9263 7.4523

η∞ = 3.7 7 0.9270 12.2347

β = 0.3 3 0.7593 7.8463

5 0.7784 10.0772

η∞ = 4.4 7 0.7763 18.2180

β = 0 3 0.5939 13.9573

η∞ = 6.9 5 0.4655 21.1732
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TABLE 4. approximations of f ′′(0) via Kansa collocation method using inverse

multiquadric functions

N f ′′(0) time(second)

β = 2 3 1.7381 2.2673

5 1.6820 4.7788

η∞ = 3.1 7 1.6877 7.3568

β = 0.5 3 0.9129 3.2311

5 0.9314 5.3581

η∞ = 3.7 7 0.9306 10.2935

β = 0.3 3 0.7618 4.1371

5 0.7806 8.2122

η∞ = 4.4 7 0.7780 11.5321

β = 0 3 0.5643 3.1333

5 0.4937 7.2187

η∞ = 6.9 7 0.4758 11.1032
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TABLE 5. approximations of f ′′(0) via Kansa collocation method and new tech-

nique using Hardy multiquadric and inverse multiquadric functions with N = 3.

η1 f ′′(0)[MQ] f ′′(0)[IMQ]

β = 2 η∞

4 1.2226 1.1391
η∞

6 1.7338 1.6809

η∞ = 3.1 η∞

12 1.7034 1.6893
η∞

24 1.6930 1.6899

β = 0.5 η∞

4 0.9394 0.9307
η∞

6 0.9349 0.9334

η∞ = 3.7 η∞

12 0.9314 0.9302
η∞

24 0.9278 0.9278

β = 0.3 η∞

4 0.7798 0.7851
η∞

6 0.7789 0.7844

η∞ = 4.4 η∞

12 0.7753 0.7775
η∞

4 0.7747 ———

β = 0 η∞

4 0.4628 0.5201

η∞ = 6.9 η∞

6 0.4696 0.5054


