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Abstract: In this work, the existence and uniqueness theorems for integro-differential equation involving the Caputo
fractional derivative are established under some sufficient conditions and example for application the results of the
theorems are presented.
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1. INTRODUCTION

Fractional order Differential equations have recently proved to be valuable tools in the modeling
of many phenomena in various fields of science and engineering. Applications can be found in
fields of control, porous media, eletromagnetic, etc. (see [9] [11] [12]). Some theoretical aspects

on the existence and uniqueness of solutions of differential equations involving the fractional
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derivative have been considered by some authors [2,5 ,6, 8, 10, 13]. In [14] the authors study
the boundary value problem for the nonlinear fractional differential equations involving Caputo
fractional derivative by means Banach fixed point theorem and the Schauder fixed point theorem.
M. Benchohra et al [1] deals with the existence of solutions for fractional differential equations
with integral integral boundary conditions. For instance, the authors explored the existence and
uniqueness of solution to the fractional differential equations in the frame of generalized Caputo
fractional derivatives [3]. In this article, we are interesting in the solutions for integro-differential

equations

‘D (t) = f(t,y(t), fotk(t, s,y(s))ds), teJ=[0T], 2<a<3, (1.1)
With boundary conditions
By(0) +yy(T) = &
Ay'(0) +vy'(T) = u (1.2)
ay'"(0)+by'"(T)=d
where D% is Caputo fractional derivative with 2 <a <3, B,v,6,4v,u,a,b and d are
constants and f:J XX XX ->X and k:AXX > X, A={(t,s):0<s<t<T}. Here C=
C(J,X) denotes the Banach space of continuous functions from J into X equipped the
norm ||. |l , where ||vllo = sup{|yl:t €J}. By the Banach fixed point theorem and
Schauder fixed point theorem, we state and prove some existence and uniqueness results of

the solution. An example is given to demonstrate the application of our main results.

2. PRELIMINARIES
The basic definitions, lemmas and theorem are given in the following
Definition 2.1 [12] The Riemann-Liouville fractional integral of order « > 0 for a function
f:(0,00) = R is defined
1 t -
1§ f = 1 Jo (€ = )" f(5)ds

Provided that this integral exists, where T is gamma function.
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Definition 2.2 [7] The Caputo derivative of order « > 0 for a function f:(0,0) = R is

written as

1 t _ o\h-e-1¢(n)
o !(t )" f ™ (s)ds

“Dh(t) =

where n=[a]+1 and [«]denotes the integer part of .

Lemma 2.3[1] Let @ > 0. Then the differential equation °D* f (t) = 0has solution

f@t) =co+cit+cyt? + -+ cpqt™ ! c; €ER,i=012,..n—1,

and I9Df(t) = f(t) + co + c1t + cot? + -+ + ¢, t™ T

forsome c¢;€R,i=0,12,..n—1, n=[a]+l.

Theorem 2.4[4] (Schauder’s Fixed point theorem). If K is closed , bounded and convex
subset of a Banach space and the mapping T:K — K Is completely continuous, then T has a

fixed point in K.

3. MAIN RESULTS

This section is devoted to study the existence of solutions for the boundary value problem
(1.1)-(2.2).

Lemma 3.1 Let 2<a <3, y(t) € C(J,X). Then the boundary problem (1.1)-(2.1) has a

unique solution, given by

(O = ¢+ pt+ o [~ )% (e, y(@), [ (x5, v (s))ds)dr

2(a+b) TI'(a)

1
r(a-2)

vTt

(w,T? + Wz(m — ;)) fOT(T —1)%8 f(7,y(0), fOT k(z,s,y(s))ds)dr

+

+(I=—t) =2 [T =0%2 f(r,y(@), 5 k(z,5,7(s))ds)dz

B+y)  Jr@-1)

~ G T =0 f(ny@, [y k(ns,y(©)ds)dr  (3.1)

vb((A+v)-2y) _
2(a+b)(B+y)(A+v) * % (a+b)

v
QA+v) !

Where w; = and ws =
) yuT yvT?d ydT?

c = _ _ u vTd
TB+HY) BH@AHY)  (a+b)(B+y)(A+v)  2(a+b)(B+Y)

P=0Gm " @mary

and
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Proof: Assume that y(t) is a solution of boundary value problem (1.1)-(1.2), then by using
lemma 2.3, we get
y(t) = %fot(t —-1)%t f(r,y(0), fork(r, s,y(8))ds)dt + co + 1t + c,t?  (3.2)

From first boundary condition of (1.2), we have

__ 6 v Y 2
©=Gm BT T el
F(a)f (T-1)*f(r,y(0), f k(t,s,y(s))ds)dr (3.3)

Applying the second boundary condition of (1.2), we get

u 2ve,T _ T
7oy Rarere b (/'l+v)1"(a 1)f T =02 f(r.y@®, [y k(r.5y()ds)dr  (34)

Then from the last boundary condition of (1.2), we obtain

f (T-1)*3f(7,y(0), f k(t,s,y(s))ds)dr (3.5)

d
€2 = Jasn) 2(a+b)F(a 2

By substituting equation (3.5) into (3.4), we get

Y 2vTd 2vTb T _ a-3 T
T (A+v)  2(a+b)(A+v) + 2(a+b)(A+v)r(a-2) fO (T T) f(T'y(T)'IO k(T' s,y(s))ds)dr

C1

m [ (T =% f(r,y@), [, k(z,5,9())ds)dr  (3.6)

By substituting equation (3.5) and (3.6) into (3.3), we get

o = s yuT yvT2d yvT?b
0= G GG | @By @G a—2)

fOT(T — T)a—3 f(g,y(s),f(;k(l', S,y(S))dS)dT

T2
2(a+b)(,8+]/)

adh f (T-1)*2 f(r,y(x), f k(z,s,y(s))ds)dr —

B+y)A+v)r(a-1)-0

yT%h X fOT(T —7)%3 f(r,y(r),fork(r, s,y(s))ds)dr)

2(a+b)(B+y)r(a—2)

f (T—1)*f(x, y(r)f k(t,s,y(s))ds)dt (3.7)

~ (B+pIri@ +V)1" (o)

Then from (3.2), the solution is

y(t) =c+pt+ F(a)f -0 f(r,y(2), f k(z,s,y(s))ds)dr

2(a+b)

vTt

+ (w T? + w2 (G ~ ;)) fOT(T -1)%% f(r,y(0), fOT k(t,s,y(s))ds)dr

F(a 2)
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+ ((BYI)/) )r(a 1) f (T -2 f(T y(1), f k(T s, y(S))ds)dT

B (B+V);F(a) fOT(T -0 f(r,y(@, foT k(t,s,y(s))ds)dt

Which complete the proof.

Lemma 3.2 The solution y(t) in equation (3.1) is satisfies the fractional differential equations(1.1)
and the boundary conditions (1.2).

Theorem 3.3 Assume that

(H1) The function f:]J x X = X is a Lipschitz continuous function and there is a constant
L; > 0 such that

If &y, 51) — F (&2, 72| < Li(Iys = y2| + [y1 — ¥21)

for t €] andevery y,,y1,¥,, 9, €EX.

(H2) The function k:D x X - X where D = {(t,s) €] X J:t > s} is continuous mapping

and there exists a positive constant L, such that
t
|f0 [k(t,s,y1) — k(t,s,y2)] d5| < Lyly; —y2| , for t €] andevery yy,y, € X.

Then there exist a unique solution for the boundary value problem (1.1) and (1.2).

Proof. Consider the operator H: C(J,X) - C(J,X), defined by

Hy(t) = c+pt + at’ ! fot(t - T)a_lf(‘[,y(‘[),f(;k(‘[, s,y(s))ds)dr

2(a+b) | I'(a)

vTt

T2 4wy (20— 59) [T = 0 f(2,y (@), f k(x5 y(s))ds)dr

+((ﬁV+Ty) )r(a 1) f (T -0 f(T y(1), f k(T S, y(s))ds)dr

_ Y T _ a—1 T
T J,(T—1) f(r.y@, [ k(z,5,y(s))ds)dz (3.8)
Clearly from Lemma 3.1 the fixed point of H is a solution to (1.1)-(1.2), Now we shall show that
H is a contraction.

Let x,y € C(J,X), then for each t € J, we have

HGO(®) = HO O] < |75 [yt =D +

2 vt | (Tem _3
|W1T + WZ((A+V) 2 )| fo (T T)a

r'(a-2)

[y =] x

plam ol rgp ey 1 5l
r(a-1) 0 r(a) 1(B+y)
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| f(z.x(@), [ k(7. 5,%())ds) — f(z,y (@), [; k(r,5,y(s))ds)| dr

By the condition (H1), we have
-1 24 VTt t2
Hx)(®) ~HOO] < [r( (6 =D+ e z)|W1T (um_?) %
Ter _ -3 1 yT _ 2 L
Jo M=o+ F<a—1)|((ﬁ+y) )ws| 3 (=D r(a)|(ﬁ+)/)|f( -0

Li(Jx() —y(@)| + UOT[k(T, s,x(s)) — k(z, s,y(s))]ds|)dr

By the condition (H2), we get
HE® ~HOOI < [75 1,

foT(T - |((By:y) ) W3| foT(T -0 e r(a) |(ﬁ+y)| f (T =0 1]

Ly 1+ Ly)lx(7) = y(D)dr

7w (G~ )| %

Therefore, we have

IW@X@—H@XMMSLM1+M)[‘Z<Ih+|ﬂQ£L+ﬂ>+

lws|T% ( 1yl T Iyl B
r(a (Iﬂ+y| + 1) + r(a+1) (1 + |ﬁ+y|)] lx(®) — y(©lle

IHC) () = H)Ollo = Qllx(®) = y(O)lle (3.9)

Where Q <1, H is a contraction operator. As a consequence of the Banach Fixed point

theorem, H has a fixed point which is the unique solution of the problem (1.1)-(1.2).

The proof is completed.

Now, we give an existence result based on the Schauder’s fixed point theorem.

Theorem 3.4. Assume that

(H3) The function f:] x X X X — X is continuous.

(H4) There exist constants M, M, > 0, such that M; = sup|f(s,0,0)| and

M, = suplk(t,s,0)|, foreach t € J. Then the BVP (1.1)-(1.2) has at least one solution on J.
Proof. Schauder’s Fixed point theorem is used to prove that H defined by (3.8) has a fixed point.
The proof will be given in several steps.

Step 1: H is continuous.
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Let {y,} beasequence suchthat y, -y in C([0,T],R). Then foreach ¢t € [0, T], we have
- 1 Tt t? T -
|H () () —H) (@) < [r( )f t-D* 7+ - =) |w1T2 +w2((;+v) —;)| J, (T —1)3

+ F(al—l) |((ﬁ'y+Ty) ) | f (T -+ F(a) |(/3+y)| f T T)a_l] X

Ly 1+ L) |yn(®) —y(@)ldr

So that, we have

IHGW® = HOOllo S [ (Iwh +Iwal (i + %)) s (1)

+ (14| Iy - yOlleo

r'(a+1) |B+ |

Therefore

IH) (@) —H@)Ollo < Wlyn(©) —y®lle  (3.10)

Then by Lebesgue dominated convergence theorem implies that  [|[H(y,)(t) — H®)(t)|le — 0
as n - oo,

Step 2: H maps the bounded sets into the bounded sets in C(J,X). For any r > 0, such that
B, ={y € X:|lyllo <r}. ltisclearthat B, is a closed, convex subset of C(J,X).Let ye€C,

then for each t € [0, T], we have

|Hy(®)| < lc| + Ipt| +

— [t =D f(e,y@), [ k(z,5,9(s))ds)| d +

d
2(a+b) F(a)

|W1T + w, ( Ve _ §)| fOT(T —7)*3 |f(r,y(r),fork(r, s,y(s))ds)| dr +

F(a 2) a+v)

F(a 5 |((ﬁ+y) — t)W3| fOT(T — 02| f(r,y(@, [ k(r,5,y(s))ds)|dr +

| [ @ = 0 (v @, [ k(e s, v())ds) | de

X

el + Ipe] + L

|W1T +w, ( VTt tz)

|+[r(a)f (t— 1)1 +

2(a+b) F(a 2)

yT T |(/3+ )| -
Jo (T =% + | (s = ) ws| fy (T = )2 + 22 (T —0)* 1]x

|f(T,y(T),f0Tk(T, s,y(s))ds) — £(s,0,0) + £(s,0,0)| dr
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< lc|+ Ipt] + A+v) 2

)a—l +

|W1T2 +w, ( VTt tz)

1
2(a+b) F(a) f (t r'(a-2)

r ] @l (7 :
fo T =0 4 s | gy = Ows| Jy (7 =072 + X528 (T — 1)o7

(Lalyl + Ly (|Jy (k(r.5,9()) = k(z,0,0)) ds| + [ 1k(z,0,0)lds) + M) dr

Therefore, we get

IHY®lleo < lel + IPIT + |z | T+ (Ly ( + L7 + MyT) + My ) X

2(a+b)

T¢ v 1 (w3 |T® [ |yl T¢ v _
lr(a—n (|W|1 + |W2| (|A+v| + 2)> + r'(a) (|ﬁ+y| + 1) + r'(a+1) (1 + |,8+y|)] -

Thus, ||[Hy(t)|le < £, for some constant £ .

Step 3: H maps C into an equicontinuous set of C(J,X). Let y € C, then for each t;,t, €
[0,T], t; <t, ,then

[Hy(t;) — Hy(e)] < Ipl(e, — £) + S 4 L fhafce, — )t = (£, — 1)* ]

If (z.y(2), fOTk(T, s,y(s))ds)|dr + e )f (t; =D f(z,y(@), f k(t,s,y(s))ds)|dr

_ 2_42
+ s (T SR [0~ 02| £y @), S k(5. y(9)ds)|de

220t (T — )2 | £(1,y(0), f; k(t,5,y(5))ds)|de

Since

| F(r.y (@), f k(T.5,5(s))ds)]| <

fOT (k(r, s,y(s)) —k(z,5,0) + k(z,s, 0)) ds| + M,

< Li(ly(@| + Lo |ly(@)| + M,T) + M,y

Then, we get
If(z, vy, fofk(r, s,y(s))ds)”o0 < L,(r+L,r + M,T) +M,

Therefore, we have

ld|( t5-t5) a
1HY(£2) = Hy(t) | < Ipl(t, = t) + [ 250 4 = (e = ) +

|wo | T¥2 (lvlT(tz—tl) (t%—t%)) n lws|T% 1 (t,—t)

r'(a—1) + r'(a)

[A+v] 2 ] (Ly(r + Lyr + MT) + My ) (3.12)
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At t; = t, , the right hand side of the above inequality tends to zero. By Arzela — Ascoli
theorem H is completely continuous.

Step 4: A priori bound.

Let e={y € C({,X):y = 6Hy for some 0 < 6 < 1}, it shall be shown that the set is bounded.
Let y € ¢,then y = OHy forsome 0 < p < 1.Thusforeach te€jJ, y=6Hy

|Hy(t)| < 6|c|+ O|pt| + 6 |2(a+b) I"(a)f (t -0 f(z,y(), fOTk(‘L', s,y(s))ds)| dz +

VTt

|W1T2 + Wz(u_w) — %)l fOT(T —7)* 3 | f(T,y(T),f;k(T, s,y(s))ds)| dr +

r'(a=2)
F(ag—l) |((/3Y+Ty) B t) W3| foT(T -2 | f(rny@), [ k(r,5,y(s))ds)|dr +
e lams] Jy @ =0 f(ny @), [y k(5. y()ds) | de

By the step 2, we have

2(a+b)| + [F(a)f -+ F(a 2 |W1T T W, ((:If;) - %)

f T -0+ r(a 1) |(ﬁ B t) W3| fOT(T D r(a) |([>’+V)| f Ui 1]

(L1|y| + L, (|fOT (k(r, s,y(s)) — k(z, 0,0)) ds| + fOTIk(T, 0,0)Ids) + Ml) dr

Thus for every t €],

|Hy(®)| < lc| + Ipt| +

IHYOllw < lcl + [pIT + |T+(L1(r+L2r+M2T)+M1)><

Py

T% v 1 (w3 [T (vl T¢ v _
lr(a—1) <|W|1 + |W2| (|/1+v| + 2)) + r'(a) (|B+y| + 1) + r'(a+1) (1 + |,8+y|)] -

This shows that the set ¢ is bounded. As a consequence of Schauder’s fixed point theorem, H

has a fixed point which is a solution of the problem (1.1)-(1.2).

4. EXAMPLE

Consider the fractional differential equation

t y(s) _l
D25y(e) =29 14 [ (Gt —2) 4, te o], e 23] @)

With boundary conditions
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y(0)+02y(1) =1
2y'(0) +y'(1) = 0 (4.2)

y'(0)+0.1y"(1) =0

y(s) 1
F(6y©, [ k(65 v()ds) =22 -1+ [(ehas—2) % and
_ x(s) y(s) 1
|k(t’ s,x(s)) B k(t’ S’y(s))l B |(t+1)(3+e‘5+t) B (t+1)(3+e-S+t)| =3 lx =yl

|f (t,y(t), fotk(t, s,y(s))ds) —f (t,y(t), fotk(t, s,y(s))ds)| < %Ix —y| +

f0t|k(t, 5, x(5)) — k(t,s,¥(s))|ds < 1—72 lx — y|
From equation (4.1) and (4.2), we find
a=25T=18=1,y=02,6=1,1=2, v=1,u=0,a=1,b=01,d=0
then we calculate
L, =05833 , L, =025, M; =0.3333, M, =0.5, w; = 0.0884 ,
w, = 0.0909 , w; =0.3333 ,
r =1.9262, ¢ =0.8333 , p =0, thenwe have

+%))+M(i+1)+ - (1+ )] x L+

r(a) \Ip+vl r(a+1) |B+vI

Q = [ (1wl + w2

L,) = 0.4215 < 1.

[v|
|A+v]|

Then by Theorem 3.3 and Theorem 3.4, there exist a unique solution.
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