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Abstract. In this paper, we proposed new iterative sixth order convergence method for solving nonlinear equa-
tions. The combination of the Taylor series and composition approach is used to derive the new method. Numerous
methods have been developed by many researchers whenever the function’s second and higher order derivatives
exist in the neighbourhood of the root. Computing the second and higher derivative of a function is a very cum-
bersome and time consuming task. In terms of low computation cost, the newly proposed method finds the best
approximation to the root of non-linear equations by evaluating the function and its first derivative. The proposed
method has been theoretically demonstrated to have sixth-order convergence. The proposed method has an effi-
ciency index of 1.56. Several comparisons of the proposed method with the various existing iterative method of
the same order have been performed on the number of problems. Finally, the computational results suggest that
the newly proposed method is efficient compared to the well-known existing methods.
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1. INTRODUCTION

The solution of nonlinear equations governing the natural phenomena of real word problems
is a very important and pertinent problem in computational sciences. It is almost impossible to
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find exact solutions to many non-linear equations. For such problems, it would be important
to develop methods to obtain approximate solutions. Therefore, we investigate an iterative

technique for obtaining an approximate solution of the non linear equations of the form:
ey p(x)=0

where @ : D C R — R is substantially differential fucntion in the interval D. The well-known

Newton’s method to find the approximate solution of the non-linear equation (1) is given by

) xn+1:xn—%, n=0,1,2.....

It is one point second-order method and requires evaluation of one function and one derivative at
each iteration. The one point iteration method based on the k-function evaluation has maximum
order k [1,2]. The multipoint iterative approach has surpassed the theoretical limit of the one-
point methods in terms of computational efficiency and convergence order. If n be the number
of function evaluations per iteration of the method and p represents the order of convergence,
then the efficiency index [2] of the method can be measured by p%. In the last few decades, the
problems of finding an approximation to the root of non-linear equations have been extensively
studied. Some surveys and complete literatures in this direction could be found in Argyros et
al. [3], Abbasbandy [4], Chun [5, 6], Kogan et al. [7], Kumar et al. [8], Thota [9], Mahesh et
al. [10], Sabharwal [11], Sharma et al. [12], Chanu et at. [13] and the references therein. Some
of the well-known methods developed recently for solving non-linear equations are detailed
below:

In 2007, Noor et al. [14], proposed following modified Housholder iterative method (NM1 for

short) for solving nonlinear equations with order six:

@ (xn)
/(%
. @ (yn) _ [ (n)]* 0" (n)
©) et = @ (yn) 2[‘[’/()%)]3

Yn=2Xn —

S

In 2007, Noor et al. [15], devised the following Predictor-Corrector Halley scheme for nonlinear

equations (NM2 for short) with order six:
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e @ (xn)
T ()
o 200m)9'()
@ =Y S o ) — 997 )

In 2008, Parhi [16], presented a following new method for nonlinear equations (PM for short)

with order six:

. ¢ (xn)
Yn=Xn (P/(xn)
70 = X, — 2(P(xn)
)+ 9 )
) Xpal = Zn — ?(zn) @' (xn) + ¢ (yn)

@' (xn) 39" (yn) — @' (xn)

In 2012, Chun et al. [17], suggested a following new scheme for nonlinear equation (CM for

short) with order six:

@ (xn)

n = Xn —

Y @' (xn)

2y =y — @ (yn) 1

n=Yn "(x,) 11 _ ©0m)12
0'(xn) [1 - o]

_ (P(Zn) 1
(©6) T () [ — 2] _ 9l

In 2014, Singh et al. [18], presented the following new method for nonlinear equations (SM for

short) with order six:

¢(xn)
@' (xn)
Tprl = 20— ¢(zn) (P(xn)
@' (zn) @ () —20(2n)

- O (Xnt1)(Xnt1 — 2n)
7 n — An - —
@ A ) — ()

in=Xn—

In 2019, Shengfen Li [19], proposed the following fourth order iterative method(LM for short)

using Thiele’s continued fraction:
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(8) X = X, — 0 (x,) (60 (x2)20" (x1) — 30 (x2) 9" (x2)% 420 (x) @’ (%) @ (x4))
" ’ 2(P/()Cn)(3q)’(xn)2(p”(xn) - 3(P(xn)(p//<xn)2 + (p<xn)(Pl<Xn)(Pm(xn))

Inspired by the recent activities in this direction, we present a new sixth-order approach for solv-
ing non-linear equations by altering the Taylor’s series expansion and composition techniques.
The proposed method uses two evaluations of the function and two evaluations of the first de-
rivative in each iteration. The proposed method is tested through numerical experimentation to
support the theory on various non-linear equations. Finally, the newly proposed method is effi-
cient in approximating the roots of non-linear equations. The remaining segment of the present
study is organized as follows: The development of the new method is presented in Section 2.
The theoretical result about the order of convergence of the proposed method is also established
in Section 2. In Section 3, the numerical implementation of the proposed method is presented
and the comparison of the results of the new method with other existing techniques of identical

orders are summarized in tables. The concluding remarks are presented in Section 4.

2. CONSTRUCTION OF THE PROPOSED METHOD WITH ANALYSIS OF CONVERGENCE

Let ¢(x) be a differentiable real valued function defined on the interval D C R. Suppose that
o € Dis asimple zero for non-linear equation @ (x) = 0 and let x,, be a initial guess sufficiently

close to a. By Taylor series quadratic approximation of ¢(x) about the point x,, we get

x—xn)? "
©) 000) = 9s2) + (e~ )0/ (e) + E 1 g,

Assuming @(x,11) = 0 to obtain the next approximation(x,) of the root(a) of ¢@(x) in the

above equation, we get

2
Xnt1 —Xn
(10) 9e) + (ot~ () + 2 ) — 0
Reordering above equation, we get
(11) ¢(xn) 2 0" (xn)

Xntl =Xn— 7~ — Kn+l —Xn) 5573
T iy T g,
Substituting the value of (x,,+] —x;) from equation (8) on the right side of equation (11), we get

(12) Xyt = X — O (xp) B <(p(xn) <6J1 _3-]2"‘2-]3([)”/()6”)))2 0" (x,)
n+ n (D’(xn) (P/(xn) 3J1 =3/ +J3§0W(xn) 2(0,()6”)
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where

J1 = (Pl(xn)z(P”(xn); Jr= (P(xn)(p”(xn)za J3 = (P(xn)(p/(xn)

Using Newton’s method as the predictor and equation (12) as the corrector, we get the following

method
@ (xn)
n = Xn —
g ¢' ()
90w ((@0n) (6K —3Ky+2K39" () )\ 9" ()
(13) Xn+l =Yn— - / 1 /
@' (yn)  \@'(vn) \ 3K1 —3K+K30" (y,) 20/ (yn)
where

Ki=0'0n)?¢" (), K2 = 0(3n)@" n)?, K3 = @(3n) 9’ (3n)

The third order derivative evaluation is required to implement the method given in equation
(13). We introduce an approximation of third derivative to overcome this drawback. Let y, =

Xn — @(x)/ @' (x,) and using the Taylor series about the point x,,, we get

(14) (P()’n) = (P<xn) + (p/(xn)(yn _xn) + %‘P”(Xn)()’n _xn>2 + é‘PWOCn)()’n _Xn)3

Using y, —x, = —@(x,) /¢’ (x,) in above equation, we get
_ ()" (xn)  @(xn)’@" (xa)
(15) (P(yn) - 2(P/(xn)2 6(P/(xn)3
" " @ (xn) 9" (xn)
16 ) = ¢ (xy) — 2@ L)
(16) ¢ (yn) = ¢"(xn) (6]
m o - 6(P(yrt)q)/(xn)3 - 3(p(xn)2(p/(xn)(p”(yn)

Substituting the value of ¢”(y,) from equation (17) into the equation (13), we get the following

method free from third derivative evaluation of the function:

@ (xn)
n = Xn —
' q),(xn)
(18) Xptl = Yn— ®(yn) . ((P()’n) <_2L1+L2+L3*L7))2 0" (yn)
n+ n (D’(yn) (p/(yn) 2L — 2Ly — L3 x4 2<P’(yn)
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where

/]

Ly = 0(x,)* 9" (32)°¢" (), L2 = @(xa)’ @) @" (y0)*, L3 = @' (x2) @ () @ ()

and Ly = (P(xn)zq)”(yn) - 2(P(yn)(Pl(xn)2-

The implementation of the proposed method (NPM1) given by equation (18) required the eval-
uation of second derivative. The evaluation of second derivative of the function is very cumber-
some and time-consuming. So, the approximation of second derivative is obtained by applying
Hermite’s interpolation. We consider that T (1) = g1 + q2(t — yn) + q3(t — y,)> + qa(t — y,)>,

where ¢q1, g2, g3 and g4 are unknowns that can be establish from the following conditions [20]:
Q(n) =T (xn), @(yn) =T (yn), ¢"(xn) = T"(xn),
(19) ' (yn) =T"(yn), @ (va) =T"(xn)

The above condition will create a four linear equations with four unknown variable

q1, 92, q3 & qa4. The following expression can be obtained by solving those four linear equa-

tions [20]:

0 R CARTIA

S(xnsyn) = 0" (va) = (%n — vn) (%n — V) —20¢(yn) — @' (xn)]

Substituting the value of ¢”(y,) from equation (20) into equation (18), we get the following

iterative scheme free from the evaluation of higher derivatives:

O (xn)
n=—Xn—
g ¢'(xn)
@1 i1 = Y — @(yn) (‘P(yn) (—2M1+M2+M3 *M4))25(xn,yn)
" " q)/(yn) (p/()’n) 2My —2My — M3 x My 2(P/<)’n>

where

M, = ¢(xn>3(Pl()’n)ZS(xnayn)» M, = gD(xn)3(p(yn)S(xn,yn)2, M3 = @' (x2)0(yn) @' (yn)

and My = @(x,)>S(Xn, yn) — 20 (yn) @' (x2)*.
The iterative schemes given by equation (21) has the sixth order of convergence and are denoted
as NPM2. The newly proposed method (NPM2) requires two function evaluations and two

evaluations of the first derivative per iteration. So, the efficiency index of new proposed method
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given by equation (21) is (6)% ~ 1.56. The order of convergence of the preceding method is

analyzed in the following Theorem 2.1.

Theorem 2.1. Let & € D be a simple root of a substantially differentiable function ¢ :1 CR — R
in an open interval D. If xy be initial guesses substantially nearby «, then the iterative method
defined by equation (21) has sixth-order convergence and satisfies the following error equation:

en1 = —c3c3eS + O(en)’, where e, = x, —  is the error at n'" iteration.

Proof: Since o be a root of ¢(x) and e, = x, — « is the error at n'” iteration. So, we can
expand ¢(x,) in powers of ¢, by Taylor’s series expansion as follows:

7 e Z
) plw) = (o) +eng' () + 270" (o) + 310" () ...+ 10! (@) + O(ey)

Substituting ¢(a) = 0 and simplifying, we have
(23) O (x,) = @' (a)[en + c262 + 380 + caet + c5€d + coe® + cre] + 0(ed)]

where, ¢, = %

Furthermore, we get
(24) o' (x,) = @' () [1 4+ 2c2e, + 3C3€,% + 4C4€,31 + 5c5efl + 6c6efl + 7C7eg + 0(6,71)]
Using equation (23) and equation (24), we obtain

= e — (2c3+2¢3) ey + (—3cs + Teze3 — 4c3)e,

+ (8¢5 —20c3c3 — 6¢3 + 10cy¢4 — 4es)ed

(25) + (= 1665 +52c5¢3 — 33¢2¢5 — 28¢5c4 + 1Tc3cq + 13¢2¢5 — S5c6)e® + O(e])
By utilizing the equation (25) in the first step of equation (21), we get

Vu = €262 + (2¢3 —2¢3)e> + (3cy — Tezez + 5¢3) el
+ (125 — 24c3¢3 4+ 6¢3 + 10cc4 — 4es)er)

(26) + (2803 — 736%63 + 376‘26% + 346‘%6‘4 — 17¢c3¢4 — 13cpc5 + 5c6)eg + O(ezl)
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We expand ¢(y,) and @'(y,) in powers of e, by Taylor’s series expansion using equation (26),

we get

O (va) = ¢'(00)[c2e; + (263 = 2c3)ey + (3cs —Teaes +5¢3)e,
+ (1265 — 24c3c3 + 6c% +10c2c4 — 4C5)€2

(27) + (28¢5 — T3c3¢3 4 37cac3 + 34chcs — 1cscy — 13¢p¢5+ 5¢6)eS +0(e])]
and

o' (ya) =0 (a)[1+ 2c%e,21 + (4cpez — 4c%)e§l + (6¢2¢4 — 11C%C3 + 8c§)efl
+ 462(—403 + 70%03 —5crc4 + 2cs)efl

(28) +2(16¢5 — 34c¢5c3 + 6¢3 4 30c3 ¢4 — 8caczcq — 13¢5cs + 5¢ace) e + 0(e])]
Using equations (23), (24), (26), (27) and (28) in equation (20), we get

S(Xp,yn) = @' (€)[2¢2 + (6cac3 — 2¢4) €% — 4(3¢5 —3¢3 — cpcq+c5)el
+2(12¢3¢3 + c3ea + 13c3¢4 + 2 (=215 + ¢5) — 3cq) e
4 3 3 22 _ 2020.2 5
+4(12¢5¢3 +9¢3 +6¢5¢4 + 12¢2c3¢4 — 3¢s — Tezes — ¢5(30¢5 +¢5) +2¢7)e;,
+ 2(486‘§C3 +44C§C4 — 43C%C4 + 1lc4es5 — cg(156c% + 5c¢s) + 15¢3¢6

(29) + c3(14czcq 4 3cg) +¢2(99¢3 +10¢] — 30c3cs — ¢7) — 5¢c8)eS + O(e])]

Using equations (24), (25), (28), (29) and (30) in the second step of method given by equation
(21), we get

(30) Xpil =0 — c%cz,e?, +0(e,)’
Then we can write equation (30) as
(€2)) eni] = —C%C3€,6l+0(€n)7

Hence, the method given by equation (21) has sixth order convergence.
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3. NUMERICAL EXPERIMENTATION

In this section, we present the efficiency of the new proposed methods by applying the method

on some nonlinear test function. The test functions and their initial guesses are listed in Table

1.

TABLE 1. Test functions with initial guesses

Test Function ¢(x) Initial guesses (xg)
o1(x) = (x)2—e*—3x+2 2
ox)=@x-1)7>-1 2.5

o3(x) =x>—10 2

©4(x) = cos(x) — 10 1.7

@s(x) =sin(x)> —x*+1 1

We compare the novel methods with the existing sixth order method given in (3), (4), (5), (6)
and (7) denoted by NM1, NM2, PM, CM and SM respectively. We denote the methods given in
equation (18) and (21) by NPM1 and NPM2 respectively. The results of numerical comparison
on the test functions with their roots are summarized in Table 2 to Table 6. The absolute residual
error (| @(x,) |) of the corresponding functions, the approximated root (x;) and the total number
of function evaluation (TNFE) after completion of four full iterations of methods is presented
from Table 2 to Table 6. From the results available in Table 2 to Table 6, we conclude that the

newly proposed method given by equation (21) provides a better estimation of roots than other

existing methods.
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TABLE 2. CONVERGENCE BEHAVIOUR FOR ¢

Method x;, | 1(x) | TNFE

NM1  0.257502 3.7207 x 107°% 20
NM2  0.257502 2.3754 x 107>%° 20
PM 0.257502 1.0256 x 10738+ 20
CM 0.257502 9.5776 x 10776 16
SM 0.257502 2.0833 x 10793 20
NPMI1 0.257502 1.7670 x 1077 20
NPM2 0.257502 8.7548 x 10~77° 16

TABLE 3. CONVERGENCE COMPARISON FOR ¢,

Method x, | @(x,) | TNFE

NMI1 2 1.3866x 10718 20
NM2 2 2.8571x107%% 20
PM 2 1.7753 x 10786 20
CM 2 1.1237x107%7% 16

2

2

2

SM 1.1700 x 1075% 20
NPM1 1.6772 x 107993 20
NPM?2 1.6772 x 10793 16

TABLE 4. CONVERGENCE COMPARISON FOR ¢;3

Method x;, | ©3(xn) | TNFE

NM1 2.154434 1.1007 x 101398 20
NM2  2.154434 5.8619 x 101591 20
PM 2.154434 2.0492 x 1071652 20
CM 2.154434 2.8285x 1071272 16
SM 2.154434 2.0386 x 10-1593 20
NPM1 2.154434 4.7520 x 10~157° 20
NPM2 2.154434 4.7520 x 107157° 16
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TABLE 5. CONVERGENCE COMPARISON FOR ¢4

Method x;, | ©4(x,) | TNFE

NM1  0.739085 1.1007 x 10-1181 20
NM2  0.739085 5.8619 x 101217 20
PM 0.739085 2.0492 x 107888 20
CM 0.739085 5.1947 x 10787 16
SM 0.739085 6.8174 x 10199 20
NPM1 0.739085 1.2111 x 10~1276 20
NPM2 0.739085 4.7520 x 10~1241 16

TABLE 6. CONVERGENCE COMPARISON FOR ¢s

Method  x, | @5 (xy) | TNFE

NMI1 1.404491 1.4731 x107%% 20
NM?2 1.404491 5.4945 x 107312 20
PM 1.404491 1.1839 x 1079 20
CM 1.404491 1.6063 x 107285 16
SM 1.404491 2.8223 x 107338 20
NPM1 1.404491 3.4810x 10°748 20
NPM2 1.404491 1.1600 x 10712 16
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4. CONCLUDING REMARKS

We have introduced a new sixth-order root-finding scheme for solving non-linear equations
with four function evaluations. Taylor’s series and composition technique are used to build the
proposed scheme. The new iterative approach has an efficiency index of 1.56. Compared to
other existing well known sixth-order schemes, numerical experimentation has shown that the
newly proposed method is faster, uses fewer total number of function evaluations, and has a

very low absolute residual error.
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