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Abstract: In order to construct a Markov chain of strong Markov, we need the state space of the
compactification. The paper uses the properties of the resolvent operator to study some properties of

Ray-Knight compactifications from a given transfer function on state space E.
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1 Introduction

Construction of the transfer function of the given E is an important part of
research of Markov chain. The state space in the canonical chain on E Joo is very

simple, but its orbit has only lower semicontinuity, which just keep part of the strong
Markov. In order to construct a Markov chain of strong Markov, the State space of the
compactification is needed. We will study the properties of Ray-Knight

Compactifications from a given transfer function on state space E.

2 Preliminary knowledge

LetE ={L,2,---}, and the topology on E is discrete topology, then E is
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L.C.C.B(Locally compact and has a countable topological group). The elements of E

are called state. & is a Borel algebra on E, (E,&)is a topological space, and
Cb(E) represents all bounded continuous functions. If E is a compact metric

space, C, (E) abbreviated C(E). Remove the dense subset {g},, of R, set
d(x,y)= izimA‘gm (X)—gm(y)‘,VX,ye E , d(,) is the metric on E,
m=1

completion of E underd(,) written E. It is obvious that E is a compact metric
space. The metric on E still denoted as d(,-). U“),., is the Ray resolvent

operator on E D is a no branch point set.

Definition 1: (E,d) is called Ray-Knight compactification on E.

Definition2: If p; (t) > 0; i P (O <L p;(t+s)= i Pi (1) P (S)
k=1 k=1

establish ,then the function P(t) =(p;(t)); ;e on [0,00) is called the transfer

i,je

function on E.
If Itlng p; ()= p;(0)=0; ,then P(t)(t=0) is called the standard. If

VieE,Y p,(t)=1,Then P(t)(t>0) issaid to be honest.
k=1
Definition 3:If 0<q; <o0,0< ¢, =—q; <00, > G <, Vi, j € E then
k=i

Q=1(0;); e is called density matrix of P(t)(t=0).If @; <oothen i is called
stable state of P(t) .Otherwise 1 is called instantaneous state of P(t) .If
iUy =0 then 1 is called conservative state of P(t). If all States are stable,

then P(t) is said to be fully stabilized. If all States are conservative, then P(t) is
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said to be fully conservative.

Definition 4:Let P(t)(t > 0) is the transfer function on E, R;(4) is called

resolvent of P(t)(t >0).Amongthen R (1) =["e*p; (t)dt,i,jeE,1>0.
1) 0 ]

Lemma 1: R; (1) is the resolvent of transfer function P(t)(t > 0),if and

only if ikz;z Ry (4) <1, R; (A1) - R; (1) +(A— 'u)sz Ri(4) Ry (1)=0;
/Ianolﬂ’Rij (4) =4 ;Lmﬂ[ﬂRq (4)-6;1=q;.

Proof: Reference[2]

Lemma 2 If Q=(0;); ;¢ is density matrix of P(t)(t>0),and P(t)is

i,jeE
fully stabilized,then

/

P = =0 Py (1) + 2 Gy P (1)

/

p; = —Pp; ()4, + 2. Py (D

Proof: From the definition of density matrix and the whole stability can be

directly obtained the conclusion.

Notel If the two formulas in  lemma 2 an equality, we get two group of
linear differential equation group, Are called backward equations and the forward

equations.

Lemma 3 Let Q=(0;); . is the whole stability density matrix of
P{)(t>0), set
fij(O) (t) = é‘ijeiqja fij(n) WEDIINI N fkﬁn_l) (t—s)ds,n=12,---

fij(O) (t) = é‘ijeiqit’ fij(n)(t) = Zkij Jg fnﬁn_l) (S)qkjeiqj(tis)ds’ n=12,:-

P (t) = z £ (t)
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Then (1) P™(t) = (pi'jnin (1)); ;e is transfer function on E,its density matrix is Q.

(2) P™"(t)is minimum, that is p; (t) > p™ (t),Vi, je E,t >0.

ij
3) P™ (t) satisfy the forward equations and backward equations.

Proof:Reference[1]

Note2: P™"(t)is called the minimum transfer function.
3 Main results

If the transfer function P(t) isnot honest, set A ¢ E ,and
E,=EU{A} pu () =1 p,(t) =0, p;, =1~ kZI:E Py (1), VieE
Then P(t) =(p;(t)); jce, is the honest transfer function on E,so the P(t) can

be transformed into P(t) to discuss.
Let P(t)=(p;(t)); ;e is the honest transfer function on E. Vf €M the

function i+ > R, (A1) f(k) onEis noted R, f.
keE

Theorem 1: (R)) ,_, is the Markov resolvent on E, and have:

(1)E is L.C.C.B topological space.

2 {R,},., isMarkovand R,C, (E)c=C,(E),vA>0.

(3)Forany f eC,(E),and Xe E,LmﬂRﬂ f(x)=f(x)
Proof:(1)and (2) is obvious.we proof (3):

AR, f(i) = /IKZE R (A f(k)=4)e™* kZE P, (1) f (k)dt
= Al e p, ) f(@)dt+ A e g P, (t) f (k)dt
Because IthJ p;(t)=1, whend —>oo, Af e p,(t)f(i)dt— f(i);

A T p@F (dt <] f[ ) e ™ 0 p, @)dt >0

0
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so lim AR, f (i) = f (i).

Theorem 2:Let (E,d(--)) is Ray-Knight compactifications on E, then:

(1) EcD

(2) Forany i€ E,a>O,U“(i,E\ E)=0, andforany k e E,
U“(i.{k}) =Ry ()

(3)Foranyi e E,t >0, R(i,E\ E)=0, andforanyk e E,

R(i.{k}) = p, (1)

Proof: (1) For anyieE,a>0,f,geR, because U“f ,U“g are

R,f,R,0 expansioninthe E, so
Us(f —g)H =R, T()-R,9() = X Ry () T (k) —g (k)]

For any f eC(E), U*f(i)=3 Ry () f(k)=R_ f(i), because R, meet
keE
three conclusions of the theorem 1.s0 we have limaU“f(i)= f(i), so that

ieD. For i isoptional nature, wehave Ec D.
(2) For bounded measurable function f onany E,it is obvious:
Uf@)=R, ()= % R (@)f (k)

For any ke E, Use the characteristic function 1, (-) of {k} instead of f ,we

get U“(i,{k}) =R, (&) . Both ends of the sum of K ,we get

U“(,E)= YU (4D = TR, (@) == =U“ (i, E)

keE keE o
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Sothat U“(i,E\E)=0.

(3) Beacuse (U%)__, is Ray resolvent onE , so for anyi,k eE, f eC(E),a >0,

a>0

[Ce“RfG)dt=U“f@)=2 R (@) (k)= e > p,(t)f (k)

keE keE

Forany t,>0,t>0,h>0,

2 Pty +t+h) T (k)= py(t +t)f(k)‘

keE keE

1221 Pu(t +t+h) = py (8 + 1)
keE

=l

]
keE

<IFI D P o) [P () =1 P O+ T DD P (to) Py (M) Py ()]

keE meE keE meE leE

= 2] [ P (o)L= Py (M)]]

meE

<

Z Pim (tO) (z Prni (h) P (t) — Prk (t))

meE leE

By the p;(t) standard and control convergence theorem™ to:

0> py (G +t+h) () =3 Py (1 +1) F (k)] =0

keE keE

That is tHZpik(t)f(k) is continuous functionon (0,), For « is
keE

optional nature, we have :Vt>0, EP(i,dy)f(y)=F1f(i)=Zpik(t)f(k).By the

keE

monotone class theorem™ , The formula for arbitrary bounded measurable function

on E is also established.

VkeE, letf()=1), substitution U*f(i)= kZE R, (@) f(k)=R (i),

we get P(i,{k}) = p,(t), On both sides of the k sum,then > P(i,{k})=1, so
keE

PG,E\E)=0. o

Note3: LetE; ={X‘XEE,U1(X, E)=1}, it is clear that E; is Borel subset

onE.
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Theorem3:Letx e E;, then Vt>O0, R(X,E) =R (x,E), and Vs>0,k €E,

Pt+s (X1{k}) = Z Pt(x1{m}) pmk (S) '

Proof: because Vt>O0,R(x,E)<P(x, E)=1, so

U(x,E) = I:e“ﬂ(x, E)dt < J:e‘tPt(x,E)dt ~1

By xek,, 1:j:e"Pt(x, E)dt:j:e*a(x,ﬁ)dt , S0 P(X,E)=P(x,E)=1, then
At,}.> sothatwhen t—O0and Vt,, R (x,E)=1.Forany t>0, Lett, <t, by The

properties’™ of semigroup of (P).,: P(X,E)= IE R (x,dy)R_ (y,E)

=[P (xay B, XE YR (x.K P) kKE

keE
=P, (x,E)=1
We get : R(X,E):R(X,E). vt>0,s>0,keE:

R (64D = [ LR )R (Y. KD = [ R(x dy)P.(y.AKD) = 2 ROAM}) Py (5)

meE

V xe Ey, ke E,t>0,R(x,{k})is denoted p,(t) .
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