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Abstract. In this paper, we set the main concepts for geometric (multiplicative) fractional calculus. We define

Caputo, Riemann and Letnikov multiplicative fractional derivatives and multiplicative fractional integrals and
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and integral is studied.
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1. Introduction

Multiplicative calculus has a relatively restrictive area of applications than the calculus of

Newton and Leibnitz. Indeed, it covers only positive functions. However, the necessity of de-

veloping and applying multiplicative calculus resembles the importance of the polar coordinates

while rectangular systems already exist. Also, it is of our thought that multiplicative calculus

is a useful mathematical tool for economics and finance and other branches of science because
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several interpretations are given by means of multiplicative derivatives where the logarithmic

scale appears. Actually, many of the scientific tables are given in logarithmic scales. For ex-

ample, the level of sound signals, the acidities of chemicals, and the magnitude earthquakes

are all given in logarithmic scales. In fact, an important work of Benford [1] that was pub-

lished in 1938 described many physical quantities in the nature that are exponentially varying

type.Indeed, Benford made a statistical work on twenty different tables containing about twenty

thousand quantities,which had been taken from the real world. He observed that such quantities

representing the surface area of rivers, the population figures of countries, the electricity bills,

the stock prices in markets, etc. are all of exponential type varying [2].

The geometric calculus was created in 1967 by Grossman and Katz [3]. For subsequent

works about the geometric calculus we refer to [4, 5, 6, 7]. An interesting application, in which

the geometric calculus is more suitable than the Newtonian Calculus, can be found in [6]. The

authors there use the geometric calculus to formulate a simpler proof that Cauchys function is

infinitely many times differentiable on R but not analytic.

Fractional calculus, the calculus of differentiation and integration of arbitrary order, started

to attract scientists, in the last few decades, in different fields of engineering and science ex-

tensively with variety of applications [8, 9]. Moreover, the discrete counterpart of fractional

calculus was the field of attention for many researchers in the last two decades (see [10, 11, 12]

and the references therein).

In this work, we bring together multiplicative calculus and fractional calculus. The basic

types of fractional integrals and derivatives will be defined and described to understand how

exponential varying quantities look-like with arbitrary order reflected by delay effects.

2. Preliminaries

Definition 2.1. Let f (x) be a positive real valued function. Then, the (forward) multiplicative

derivative of f (x) is defined by

(1)
d∗

dx∗
f (x) = f ∗(x) = lim

h→0
(

f (x+h)
f (x)

)1/h, f (x) ∈ R+.
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Now, for our purposes in fractionalizing the multiplicative derivative we define the (back-

ward)multiplicative derivative.

Definition 2.2. Let f (x) be a positive real valued function. Then, the (backward) multiplicative

derivative of f (x) is defined by

(2)
d∗
dx∗

f (x) = f∗(x) = lim
h→0

(
f (x)

f (x−h)
)1/h, f (x) ∈ R+.

Inductively, it can be shown that

f ∗ (n)(x) = f∗ (n)(x) = exp(
dn

dxn ln( f (x))).

Both the backward and forward multiplicative derivatives are related to the usual derivative

by

(3)
d∗

dx∗
f (x) =

d∗
dx∗

f (x) = exp(
d
dx

ln f (x)) = exp(
f ′(x)
f (x)

).

This can be shown easily either starting from the definition or by applying the natural logarithm

to both sides in the definition and taking the limit to both sides and making use of that f (x) is d-

ifferentiable by the help of L’Hopital rule. For the sake of being convenient in the multiplicative

fractional cases we shall write (	 d∗
dx∗

)n f (x) = (	 f∗)(n)(x) = e(−
d
dx )

n(ln◦ f )(x).

The forward or backward multiplicative integrals are given by

(4)
∫ b

a
f (x)dx =

∫ b

a
f (x)dx = exp(

∫ b

a
ln f (x)dx).

Of course the backward and forward multiplicative integrals may differ when the time scale is

different from R.

Let [a,b] be a finite interval in R. The left Riemann-Liouville fractional integral ( aIα f )(x)

of order α ∈ C, Re(α)> 0 starting from a is defined by

(5) ( aIα f )(x) =
1

Γ(α)

∫ x

a
(x− t)α−1 f (t)dt, x > a.

and the right Riemann-Liouville fractional integral by

(6) (Iα
b f )(x) =

1
Γ(α)

∫ b

x
(t− x)α−1 f (t)dt, x < b.

For α = n ∈ N, equations (5) and (6) coincide (by means of Cauchy formula) with the nth

integrals of the form
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( aIn f )(x) =
∫ x

a
dt1
∫ t1

a
dt2...

∫ tn−1

a
f (tn)dtn

=
1

(n−1)!

∫ x

a
(x− t)(n−1) f (t)dt, x > a(7)

and

(In
b f )(x) =

∫ b

x
dt1
∫ b

t1
dt2...

∫ b

tn−1

f (tn)dtn

=
1

(n−1)!

∫ b

x
(t− x)n−1 f (t)dt, x < b.(8)

The left and right Riemann-Liouville fractional derivatives of order α, Re(α)> 0 are defined

by

(9) (aDα f )(x) =
dn

dxn (aIn−α f )(x) =
1

Γ(n−α)

dn

dxn

∫ x

a
(x− t)n−α−1 f (t)dt, x > a.

and

(10) (Dα
b f )(x) = (−1)n dn

dxn (I
n−α

b f )(x) =
(−1)n

Γ(n−α)

dn

dxn

∫ b

x
(t− x)n−α−1 f (t)dt, x < b.

Here, n = [Re(α)]+1, where [x] means the greatest integer less than or equal to x. The left and

right Caputo fractional derivatives are defined by

(11) (Ca Dα f )(x) = (aDα( f (t)−
n−1

∑
k=0

f (k)(a)
k!

(t−a)k)(x)

and

(12) (CDα
b f )(x) = (Dα

b ( f (t)−
n−1

∑
k=0

f (k)(b)
k!

(b− t)k)(x).

In the space of n-th order absolutely continuous functions the definitions (11) and (12) can be

represented by the modified versions of the following Caputo fractional derivatives:

(13) (Ca Dα f )(x) = ( aIn−α f (n))(x)

called (modified left Caputo fractional derivative ) and

(14) (CDα
b f )(x) = (In−α

b (−1)n f (n))(x)
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called (modified right Caputo fractional derivative ).

For the conformable fractional calculus concepts and notations we refer to [13] and [14]. The

integrating by parts plays an important role in proving these modified representations.

3. Multiplicative Riemann-Liouville fractional integrals and derivatives

Let us define the multiplicative left type iterated integrals ( aIn
∗ f )(x) =

∫ x
a (aIn−1

∗ f )(t)dt =

e
∫ x

a ln((aIn−1
∗ f )(t))dt ,n = 1,2,3, ..., where (aI1

∗ f )(x) =
∫ x

a f (t)dt = e
∫ x

a (ln◦ f )(t)dt = e(aI1(ln◦ f )(x) and

(aI0
∗ f )(x)= f (x). Similarly, define the right ones as ( ∗In

b f )(x)=
∫ b

x (∗I
n−1
b f )(t)dt = e

∫ b
x ln((In−1

b f )(t))dt ,n=

1,2,3, ..., where (∗I1
b f )(x) =

∫ b
x f (t)dt = e

∫ b
x (ln◦ f )(t)dt and (∗I0

b f )(x) = f (x). If we proceed in-

ductively for n, we can easily see that

(15) ( aIn
∗ f )(x) = e( aIn(ln◦ f ))(x).

and

(16) (∗In
b f )(x) = e(I

n
b (ln◦ f ))(x).

Hence, we can define left and right multiplicative Riemann-Liouville fractional integrals as

follows.

Definition 3.1. The multiplicative left Riemann-Liouville fractional integral ( aIα
∗ f (x)) of order

α ∈ C, Re(α)> 0 starting from a is defined by

(17) ( aIα
∗ f )(x) = e( aIα (ln◦ f ))(x).

and the multiplicative right one is defined by

(18) (∗Iα
b f )(x) = e(I

α
b (ln◦ f ))(x)

Now, we can define the left and right multiplicative Riemann-Liouville fractional derivatives

(aDα
∗ f )(x) and (∗Dα

b f )(x) as follows.
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Definition 3.2. The left multiplicative Riemann-Liouville fractional derivative for f (x) of order

α ∈ C, Re(α)> 0 starting from a is defined by

(aDα
∗ f )(x) = (

d∗
dx∗

)n(aIn−α
∗ f )(x) = e(

d
dx )

nln( aIn−α
∗ f )(x))

= e(
d
dx )

n( aIn−α (ln◦ f )(x) = e( aDα (ln◦ f )(x)(19)

and the right one is defined by

(∗Dα
b f )(x) = (	 d∗

dx∗
)n(∗In−α

b f )(x) = e(−
d
dx )

nln( ∗In−α

b f )(x))

= e(−
d
dx )

n( In−α

b (ln◦ f )(x) = e(D
α
b (ln◦ f )(x)(20)

In the next example we find the mutliplicative Riemann-Liouville fractional integrals and

derivatives Riemann-Liouville for certain positive functions.

Example 3.1. If Re(α)≥ 0 and β ∈ C (Re(β )> 0), then

(aIα
∗ e(t−a)β−1

)(x) = e
Γ(β )

Γ(α+β )
(x−a)α+β+1

, Re(α)> 0,(21)

(aDα
∗ e(t−a)β−1

)(x) = e
Γ(β )

Γ(α−β )
(x−a)α−β+1

, Re(α)≥ 0,(22)

(∗Iα
b e(b−t)β−1

)(x) = e
Γ(β )

Γ(α+β )
(b−x)α+β+1

, Re(α)> 0,(23)

(∗Dα
b e(b−t)β−1

)(x) = e
Γ(β )

Γ(α−β )
(b−x)α−β+1

, Re(α)≥ 0.(24)

One can note that the multiplicative derivative for the constant function is 1. However, it is not

the case for Riemann-Liouville multiplicative fractional derivative case. Indeed, for example

(25) (aDα
∗ e)(x) = e

1
Γ(1−α)

(x−a)−α

, Re(α)≥ 0.

It is easy to verify that the multiplicative Riemann-Liouville fractional derivative behaves well

in case of multiplication of functions. Indeed,

(26) (aDα
∗ f g)(x) = (aDα

∗ f )(x).(aDα
∗ g)(x).

4. Multiplicative Letnikov fractional integrals and derivatives
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Let us consider a continuous positive function f (x). From the definition of the (backward)

multiplicative derivative we have

(27) f∗(t) = lim
h→0

(
f (t)

f (t−h)
)1/h.

Applying this definition twice gives the second order multiplicative derivative:

(28) f (2)∗ (t) = lim
h→0

(
f (t) f (t−2h)

f (t−h)2 )1/h2
.

If we proceed inductively, we reach at

(29) f (n)∗ (t) = lim
h→0

∗ f (n)h ,

where

(30) ∗ f (n)h =


n

∏
r=0

f (t− rh)

(−1)r

 n

r




1
hn

,

and

 n

r

= n(n−1)...(n−r+1)
r! is the usual for the binomial coefficient. Let us now consider the

following generalizing expression:

(31) ∗ f (p)
h =


n

∏
r=0

f (t− rh)

(−1)r

 p

r




1
hp

,

where p is an arbitrary integer. Notice that

(32) ∗ f (p)
h = eg(p)

h ,

where g(t) = ln( f (t)) and g(p)
h = 1

hp ∑
n
r=0 g(t− rh)(−1)r

 p

r

 is the fraction used to obtain

the usual Letnikov fractional integrals and derivatives (see [8], sec. 2.2.). Obviously, for p≤ n,

we have
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(33) lim
h→0

∗ f (p)
h (t) = f (p)

∗ (t).

To define the Letnikov fractional integrals, let us consider the negative values of p. For this

purpose denote

(34) [
p

r
] =

p(p+1)...(p+ r−1)
r!

.

Then, clearly we have

(35) (
−p

r
) = (−1)r[

p

r
].

Thus, we can express

(36) ∗ f (−p)
h (t) =


n

∏
r=0

f (t− rh)

 p

r




hp

.

If n is fixed, then ∗ f (−p)
h tends to the uninteresting limit 1 as h→ 0. To arrive to a nonzero limit,

we have to suppose that n→ ∞ as h→ 0. Thus we can take h = t−a
n and then denote

(37) lim
h→0,nh=t−a

∗ f (−p)
h (t) = ( aD−p

∗ f )(t).

Now making use of (32) and proceeding as in [8] (Chapter 2), we come to the representation:

(38) ( aD−p
∗ f )(t) = ( aIp

∗ f )(t)

Finally, we give the definition of multiplicative Letnikov fractional derivatives.
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Definition 4.1. For α > 0, we define the left and right multiplicative Letnikov fractional

derivatives, respectively by:

(39) (aDα)
∗ f )(t) = lim

h→0+


[ t−a

h ]

∏
r=0

f (t− rh)

(−1)r

 α

r




1
hα

and

(40) (∗D
α)
b f )(t) = lim

h→0+


[ b−t

h ]

∏
r=0

f (t + rh)

(−1)r

 α

r




1
hα

,

where,

 α

r

= Γ(α+1)
Γ(α−r+1).Γ(r+1) .

5. Multiplicative Caputo fractional derivatives

Its well-known that the multiplicative derivative of the constant function is 1. In Section 2, we

noticed that the multiplicative fractional Riemann-Liouville derivative for the constant function

was not 1. In this section we shall define the Caputo multiplicative fractional derivative with

the property that it assigns the constant function to 1.

Definition 5.1. Let α ∈ C such that Re(α) > 0. Let n = [Re(α)] + 1. Then the left (modi-

fied)Caputo multiplicative fractional derivative of the positive real valued function f is defined

by

(41) (Ca Dα
∗ f )(t) = (aIn−α

∗ f (n)∗ )(t).

The definition of multiplicative fractional integrals and the definition of multiplicative deriv-

ative, we can easily see that
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( C
a D∗ α f )(t) = ( aIn−α

∗ f (n)∗ )(t)

= e( aIn−α ln◦ f∗ (n)
)(t) = e( aIn−α ln(e

dn
dxn ln◦ f

)(t)

= e( aIn−α dn
dxn ln◦ f )(t) = e(

C
a Dα ln◦ f )(t).(42)

Similarly, in the right case we define the right (modified) multiplicative Caputo fractional de-

rivative by ( C
∗Db

α f )(t) = ( ∗In−α

b (	 f∗)(n))(t) and we can show that

(43) ( C
∗Db

α f )(t) = e(
CDα

b ln◦ f )(t).

Thus, the (modified) Caputo multiplicative fractional derivative also behaves like the multiplica-

tive Riemann one and usual multiplicative one by being lifted to the exponential and logarithm

functions.

Finally, we give analogous multiplicative representations to (11) and (12). From (43) and

(11) applied to g(t) = ln( f (t)) we have

(Ca D∗ α f )(t) = e(
C
a Dα ln◦ f )(t)

= e
aDα

[
g(t)−∑

n−1
k=0

g(k)(a)
k! (t−a)k

]

= e( aDα g)(t).e−( aDα Sg)(t) = e( aDα g)(t).e( aDα ln◦e−Sg)(t)

= aDα
∗ ( f (t)e−Sg(t)),

where Sg(t) = ∑
n−1
k=0

g(k)(a)
k! (t−a)k. Also, notice that

(44) e−Sg(t) =
n−1

∏
k=0

e−
g(k)(a)

k! (t−a)k
.

Next theorem describes the action of the multiplicative fractional integral to multiplicative

(modified ) Caputo fractional derivative.

Theorem 5.1. Let f be a positive real-valued function, g(t) = ln(g(t)) and let n = [Re(α)]+1.

Then

• a)( aIα
∗

C
a Dα
∗ f )(t) = f (t)

∏
n−1
k=0 e

g(k)(a)(t−a)k
k!

, t > a.

• b) ( ∗Iα
b

C
∗Dα

b f )(t) = f (t)

∏
n−1
k=0 e(−1)k g(k)(b)(b−t)k

k!

, t < b.
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Proof. The proof of (a) follows by definition and that ( aIα C
a Dαg)(t) = g(t)−∑

n−1
k=0

g(k)(a)(t−a)k

k! .

The proof of (b) follows by definition and that (Iα
b

CDα
b g)(t) = g(t)−∑

n−1
k=0

(−1)kg(k)(b)(b−t)k

k! .

This completes the proof.

6. The multiplicative local conformable fractional derivative

Finally, we remark the multiplicative local (conformable) fractional derivatives and integrals.

For local (confromable) fractional derivative we refer to [13] and [14].

For a positive real-valued function f defined on [a,b], we define the multiplicative left and

right conformable fractional derivatives of order 0 < α ≤ 1 starting from a and ending at b,

respectively, by

(45) (∗T a
α f )(t) = lim

ε→0

(
f (t + ε(t−a)1−α)

f (t)

)1/ε

and

(46) (b
αT ∗ f )(t) = lim

ε→0

(
f (t + ε(b− t)1−α)

f (t)

)−1/ε

.

Applying the logarithm to both sides in (45) and (46), using the fact that (T a
α f )(t) = (t −

a)1−α f ′(t) and (b
αT f )(t) = −(b− t)1−aα f ′(t) [14], with an application of L’Hopital rule, we

conclude that (∗T a
α f )(t) = e(T

a
α ln◦ f )(t) = e

(T a
α f )(t)
f (t) and (b

αT ∗ f )(t) = e(
b
α T ln◦ f )(t) = e

(bα T f )(t)
f (t) .

For 0 < α ≤ 1 and a positive real-valued function f the left and right multiplicative con-

formable fractional integrals are defined are defined by

(47) ( ∗Ia
α f )(t) =

∫ t

a
f (x)d∗α (x,a) =

∫ t

a
f (x)(x−a)α−1

dx = e
∫ t

a(x−a)α−1ln( f (x))dx

and

(48) ( b
α I∗ f )(t) =

∫ b

t
f (x)d∗α (b,x) =

∫ b

t
f (x)(b−x)α−1

dx = e
∫ b

t (b−x)α−1ln( f (x))dx,

respectively.

To define the higher order multiplicative conformable fractional derivative and integrals we

proceed as in [14]. Indeed, for α ∈ (n,n+1] and β = α−n, we define
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(49) (∗Ta
α f )(t) = (∗T a

β
f (n)∗ )(t) = eT a

β
ln( f (n)∗ (t))

= eT a
β

dn
dtn ln( f (t))

.

(50) (b
αT∗ f )(t) = ( b

β
T ∗ f (n)∗ )(t) = e

b
β

T ln( f (n)∗ (t))
= e

b
β

T dn
dtn ln( f (t))

.

For higher order integrals we define

(51) ( ∗Ia
α f )(t) = aIn+1

∗ ( f (t)(t−a)β−1
),

(52) ( b
α I∗ f )(t) = ∗In+1

b ( f (t)(b−t)β−1
).

Notice that when n = 0 or 0 < α ≤ 1, the definitions coincide with the previous ones.

To confirm our definitions, we state the following proposition describing the action of the

multiplicative conformable fractional derivative and integral operators on each other. This re-

sult will be useful in solving multiplicative conformable fractional dynamical systems by trans-

forming them to multiplicative integral ones.

Proposition 6.1. Let f be a positive real-valued function defined on [a,b] and 0 < α ≤ 1. Then

• a) (∗T a
α
∗Ia

α f )(t) = f (t), for f is continuous.

• b)(b
αT ∗ b

α I∗ f )(t) = f (t), for f is continuous.

• c)(Ia
α
∗T a

α
∗ f )(t) = f (t)

f (a) .

• d)( b
α I∗ b

αT ∗ f )(t) = f (t)
f (b) .

Proof

We prove (a) and (c). Parts (b) and (d) are similar.

• The proof of (a): By definition and the help of the fact that (T a
α Ia

αg)(t) = g(t) (see

Lemma 2.1 in [14]) we have
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(∗T a
α
∗Ia

α f )(t) = eT a
α ln(∗Ia

α f (t)) = eT a
α

∫ t
a(x−a)α−1ln( f (x))dx

= eT a
α Ia

α (ln( f (t)) = eln( f (t)) = f (t).(53)

• The proof of (c): By definition and the help of Lemma 2.8 in [14], we have

( ∗Ia
α
∗T a

α f )(t) = e
∫ t

a(x−a)α−1ln(∗T a
α f )(x)dx = e

∫ t
a(x−a)α−1T a

α ln( f (x))dx

e
∫ t

a(x−a)α−1(x−a)1−α f ′(x)
f (x) dx

= eln( f (t))−ln( f (a)) =
f (t)
f (a)

.(54)

Proposition 6.1 above can be generalized for the higher order case. For example parts (a)

and (b) are still true for arbitrary α if we noticed that aI1
∗ ( f (x)(x−a)β−1

)(t) = ( ∗Ia
β

f )(t) and
∗I1

b ( f (x)(b−x)β−1
)(t) = (

β

b I∗ f )(t).

Next theorem will generalize the parts (b) and (d) of Proposition 6.1.

Theorem 6.1. Assume α ∈ (n,n+ 1] , β = α − n, and f a positive real-valued function then

which is n+1 times differentiable.Then

• a)( ∗Ia
α
∗Ta

α f )(t) = f (t)

∏
n
k=0 e

g(k)(a)(t−a)k
k!

,

• b)( b
α I∗ ∗Ta

α f )(t) = f (t)

∏
n
k=0 e(−1)k g(k)(b)(b−t)k

k!

,

where g(t) = ln( f (t)).

Proof.

We prove (a) only. The other part is similar.

( ∗Ia
α
∗Ta

α f )(t) = aIn+1
∗ ([ ∗Ta

α f (x)](x−a)(β−1)
)(t) = aIn+1

∗ ([ ∗T a
β

f (n)∗ (x)](x−a)(β−1)
)(t)

= e( aIn+1(x−a)β−1ln( ∗T a
β

f (n)∗ (x))(t)
= e( aIn+1(x−a)β−1T a

β

dnln( f (x))
dxn )(t)(55)

= e( aIn+1(x−a)β−1(x−a)1−β dn+1ln( f (x))
dxn+1 )(t)

= eg(t)−∑
n
k=0

g(k)(a)(t−a)k
k! =

f (t)

∏
n
k=0 e

g(k)(a)(t−a)k
k!

.
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