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Abstract: Net migration is an important issue concerning all the world. Especially developed countries consider 

about migration movement and struggle to overcome this problem. There are also some social and economic factors 

that trigger net migration. In this article we investigate the determinants of net migration for the world by using  

regression modeling and variable selection techniques. We used differential evolution algorithm and four well-

known information criteria to select related factors with the net migration. We consider 26 global factors and 

reduced the variable set by performing variable selection. We evaluated  the common factors that affect the net 

migration which obtained from selected regression models. Finally we concluded the remarks for the global 

determinant of net migration flow. 
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Introduction   

Sprenger (2013)  investigated the determinants of migration between 21 developed countries 

which are members of the EU and the OECD. In the study, least squares, poisson and negative 

binom regression models are used [1]. Poveda (2007) take an interest in the current migration in 

rural population in the south of Veracruz State (Mexico). In the paper, three different spaces of 

migration are identified, traditional markets, the northern border and the United States. The 

multinomial logistic regression is used as method [2]. Kim and Cohen (2010) evaluated 

determinants of international migratory inflows to 17 Western countries of Europe and outflows 

from 13 of these countries between 1950 and 2007 in 77,658 observations from multiple sources 

using panel-data analysis techniques [3]. Miller (2012) explored the economic determinants of 
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attitudes toward immigration across forty seven countries from  North America, South America, 

Western Europe, Eastern Europe, Sub-Saharan Africa, the Middle East and North Africa and 

Asia [4]. Mayda (2005) investigated inflows into fourteen OECD countries by country of origin 

between 1980 and 1995 using panel data analysis in terms of both economic and non-economic 

determinants of migration [5]. In the literature  some studies are interested in only immigration 

flow of a county. The studies of Isserman et al. (1985) [6], Greenwood and McDowell (1999) [7] 

and Clark et al. (2007) [8] can be cited for United States. Similarly; for United Kingdom the 

studies of Hatton (2005) [9] and Mitchell and Pain (2003) [10] and for Germany the study of 

Vogler and Rotte (2000) [11] can be given example. Dunn and Dyck (2000) investigated 

differences in health status and health care utilization between immigrants and non-immigrants, 

immigrants of European and non- European origin, and immigrants of <10 years and >10 years' 

residence in Canada [12].   

 

Differential Evolution Algorithm  

Various methods are developed for solving non-linear problems such as genetic algorithm, fuzzy 

logic and ant colony algorithms. The genetic algorithm is the most popular optimization method. 

This algorithm based on the alternative solutions set called as chromosome. In this algorithm 

generally the binary coding is used. In solution with binary coding genetic algorithms there are 

some problems with real parameters [13],hence GA has been developed. One of  newly 

developed  algorithm to solve these problems is the differential evolution (DE). DE is proposed 

by Storn and Price (1997) [14]. DE is used for optimization of some non-linear, non-

differentiable and non-convex functions. The general strategy of DE can be defined as follows 

for minimization problem [14,15,16]: 

i. Generation of initial population:  

The DE algorithm begins with the initial population  𝑋 = (𝑥𝑖𝑗)𝑚𝑥𝑛    and this population is 

generated as follows: 

𝑥𝑖𝑗(0) = 𝑥𝑗
𝑙 + 𝑟𝑎𝑛𝑑(0,1)(𝑥𝑗

𝑢 − 𝑥𝑗
𝑙) 

where  𝑖 = 1,2, … , 𝑚; 𝑗 = 1,2, … , 𝑛 ,   𝑥𝑗
𝑢  denotes the upper boundary constraints and  𝑥𝑗

𝑙  denotes 

the lower boundary constraints of the decision variables. 

ii. Mutation  

For each target vector 𝑥𝑖 (𝑖 = 1,2, … , 𝑚), a mutant vector 𝑘𝑖(𝑡 + 1) is generated according to:  
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𝑘𝑖(𝑡 + 1) = 𝑥𝑟1 + 𝐹(𝑥𝑟2 − 𝑥𝑟3) 

where  𝑖, 𝑟1 𝑎𝑛𝑑 𝑟2 𝜖 (1,2, … , 𝑚) are randomly selected and cannot be equal. 𝐹𝜖 [0,1]  is the 

scaling factor and it has an effect on the difference between 𝑥𝑟2 and 𝑥𝑟3. 

iii. Crossover  

In order to increase the diversity of the population crossover is introduced. For this aim, the trial 

vector is defined as follows:  

                                             

𝑈𝑖 = (𝑢𝑖1(𝑡 + 1), 𝑢𝑖2(𝑡 + 1), … , 𝑢𝑖𝑚(𝑡 + 1)), 𝑖 = 1,2, … , 𝑚 

  where   

𝑢𝑖𝑗(𝑡 + 1) = {
𝑘𝑖𝑗(𝑡 + 1), 𝑖𝑓 𝑟𝑎𝑛𝑑 ≤ 𝐶𝑅 𝑜𝑟 𝑗 = 𝑧𝑖

𝑥𝑖𝑗 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

where 𝑖 = 1,2, … , 𝑚; 𝑗 = 1,2, … , 𝑛; 𝐶𝑅𝜖[0,1]  is crossover constant and 𝑧𝑖 = (1,2, … , 𝑛)  is the 

randomly selected index. 

iv. Selection 

In order to decide whether or not the trial individual 𝑈𝑖(𝑡 + 1) should be a member of the next 

generation, it is compared to its parent 𝑥𝑖(𝑡).tle selection operation is done by looking this 

function: 

𝑥𝑖(𝑡 + 1) = {
𝑢𝑖(𝑡 + 1), 𝑖𝑓 𝑓(𝑢𝑖(𝑡 + 1)) < 𝑓(𝑥𝑖(𝑡))

𝑥𝑖(𝑡), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

Information Criteria for Regression Models   

Information criteria are fitness functions of the regression models that show the quality of the 

models. Information criteria are very important during variable selection. Selected models highly 

related to chosen information criteria in regression modeling. According to selection approach, 

information criteria produce different solutions. The right choice of the information criteria leads 

the determination of true independent factors which effects the response variable. The main 

objective is to select a predictor set that minimizes information criteria value. All information 

criteria are based on penalizing the regression models. There are three components to penalize 

the models: number of variables, observations and complexity of the covariance matrix of the 

regression coefficients. These components can vary according to structure of the information 

criteria.  
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We considered four well-known information criteria for variable selection process. These are 

Akaike information criteria (AIC), corrected Akaike informaiton criteria (AICc), Bayesian 

information criteria (BIC) and consistent information complexity criteria (CICOMP) 

[17,18,19,20,21]. The formulations of the information criteria are given below. 

                         

AIC = −2 log 𝐿(�̂�) +  2k                                                                                               (1) 

        

 AICc = −2 log 𝐿(�̂�) +  2k(k + 1) /(n − k − 1)                                                      (2) 

  BIC = −2 log 𝐿(�̂�) +  klog(n)                                                                                      (3) 

                 

CICOMP = −2 log 𝐿(�̂�) +  k + klog(n) + 2C(�̂�𝑚𝑜𝑑𝑒𝑙)                                         (4) 

 

AIC is based on only penalizing the number of variables in the model. AICc is a modified 

version of classical AIC and it take the sample size into consideration. BIC also considers 

number of variables and observations similar to AICc but the penalization differs. Unlike other 

criteria, CICOMP penalizes the complexity of the regression coefficients via covariance matrix. 

Also CICOMP penalizes the sample size and variable as the other criteria. The penalization of 

the covariance matrix of the coefficient is accomplished using a complexity function 

C(. ) defined as the following: 

         

𝐶(. ) =
1

2
log(𝑡𝑟(. )) −

1

2
𝑙𝑜𝑔|. |                                                                                      (5)   

                   

We used the mentioned four information criteria to select relevant determinants for net migration. 

Differential evolution algorithm employed to minimize information criteria value with assigning 

0 − 1 values to each predictors and selected the optimal variable set. 

 

Application  

In application part we collected a dataset for 30 countries all over the world for 2012. Because 

of the missing observations, we could only access the full dataset for 2012.  Dataset consists of 

26 socio- economic variables as explanatory variables and net migration counts as response 
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variable. All the variables are available in http://data.worldbank.org/. To specify the optimal 

determinants of migration, four information criteria employed within DE algorithm to select 

optimal variable set within linear regression analysis. We get the alpha level for interpretation of 

significance as α =  0.05.   

 

Table1: The variables used in analysis.  

y Net Migration 

x1 Energy use (kg of oil equivalent per capita) 

x2 Exports of goods and services (% of GDP) 

x3 Fertility rate, total (births per woman) 

x4 Foreign direct investment, net inflows (BoP, current US$) 

x5 Forest area (sq. km) 

x6 GDP (current US$) 

x7 GDP growth (annual %) 

x8 GNI per capita, Atlas method (current US$) 

x9 GNI, Atlas method (current US$) 

x10 GNI, PPP (current international $) 

x11 Gross capital formation (% of GDP) 

x12 Imports of goods and services (% of GDP) 

x13 Improved water source (% of population with access) 

x14 Industry, value added (% of GDP) 

x15 Inflation, GDP deflator (annual %) 

x16 Life expectancy at birth, total (years) 

x17 Merchandise trade (% of GDP) 

x18 Military expenditure (% of GDP) 

x19 Mobile cellular subscriptions (per 100 people) 

x20 Mortality rate, under-5 (per 1,000 live births) 

x21 Population density (people per sq. km of land area) 

x22 Population growth (annual %) 

x23 Population, total 

x24 Services, etc., value added (% of GDP) 

x25 Surface area (sq. km) 

x26 Urban population growth (annual %) 
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Table2: Parameter estimation results for each selected models 

Coefficient AIC AICc BIC CICOMP 

Estimate p Estimate p Estimate p Estimate p 

(Intercept) 1.0E+07 0.004 -2.2E+06 0.000 - - 6.4E+04 0.651 

x1 8.5E+01 0.307 - - - - - - 

x2 1.3E+05 0.000 8.3E+04 0.000 1.4E+05 0.000 - - 

x3 -8.5E+05 0.002 - - -8.6E+05 0.001 - - 

x4 -7.0E-06 0.033 -6.1E-06 0.010 -9.3E-06 0.001 - - 

x5 -1.1E-01 0.015 - - -7.7E-02 0.062 - - 

x6 -1.8E-06 0.023 - - -1.3E-06 0.072 - - 

x7 - - -1.1E+05 0.002 -3.6E+04 0.251 - - 

x8 1.1E+01 0.335 - - 1.6E+01 0.054 - - 

x9 1.5E-06 0.042 - - 9.2E-07 0.124 3.3E-07 0.000 

x10 6.7E-07 0.007 4.8E-07 0.000 7.5E-07 0.001 - - 

x11 -1.0E+05 0.000 

  

-9.8E+04 0.000 - - 

x12 1.8E+04 0.149 6.1E+04 0.000 2.3E+04 0.069 - - 

x13 -6.2E+04 0.002 - - -5.5E+04 0.005 - - 

x14 - - - - - - - - 

x15 6.2E+04 0.000 4.7E+04 0.001 6.5E+04 0.000 - - 

x16 -3.2E+04 0.090 - - -4.8E+04 0.003 - - 

x17 -8.5E+04 0.000 -7.7E+04 0.000 -8.9E+04 0.000 - - 

x18 2.9E+05 0.000 1.0E+05 0.073 2.8E+05 0.000 - - 

x19 4.2E+03 0.189 9.9E+03 0.004 - - - - 

x20 -2.2E+04 0.002 - - -2.5E+04 0.000 - - 

x21 -1.1E+03 0.000 -5.9E+02 0.037 -1.1E+03 0.001 -1.3E+03 0.005 

x22 - - - - - - - - 

x23 -2.8E-03 0.005 -3.9E-03 0.000 -3.3E-03 0.000 -2.6E-03 0.000 

x24 - - - - - - - - 

x25 - - - - - - - - 

x26 5.0E+05 0.000 2.2E+05 0.002 5.2E+05 0.000 - - 

 

Table2 shows the regression coefficients and significances for selected variables with AIC, AICc, 

BIC and CICOMP. The " - " sign indicates the exclusion of related variable from the regression 

model. It is possible to see the influence of each explanatory variables from regression 

coefficients for each model.  Only x21 and x23 are common factors for the migration for each 

selected model.  
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Table3: Characteristic results for each information criteria 

 

 

 

 

 

 

Table3 shows the descriptive and predictive characteristic results about selected models. 

Adjusted r-squared (ADJRSQ) and residual standard error (RSE) values represent the 

performance of the regression models. We can also see the number of variables and significance 

situations from Table 3. AIC seems has the highest ADJRSQ and lowest RSE value and it seems 

to the best one. Also BIC is so close to AIC for the performance measures. This result can be 

misleading because many variables are not significant in these models. Multitude of the number 

of variables can cause these results for AIC and BIC. AICc selects less variables when 

comparing with AIC and BIC and there is only one non-significant variable. There is only % 3 

difference among AICC and AIC, BIC. In other respects, CICOMP selects the simplest model 

and all the variables are statistically significant. ADJRSQ values is lowest for CICOMP’ s model 

but the explanation power is above % 80. This value is very satisfactory because CICOMP can 

explain the variability pretty much with only three variables.  

 

Conclusion 

It is an attractive subject to determine the related factor with migration counts in the world. This 

paper investigated the determinants of migration using variable selection methods. Variable 

selection was implemented by benefiting the power of heuristic optimization and information 

criteria. The relevant factors of migration were decided in consequence of selected variable sets. 

AIC and BIC selected intensive models but AICc is less intensive. CICOMP selects a sparse 

model that containing only three factors. Although some predictive measures were well in AIC 

and BIC, there are non-significant factors for the migration. CICOMP’s explanation power was 

very competitive with a simple model and this result is very attractive. From the statistical 

perspective, all the selected models have high performance but some of them include redundant 

factors. Because of that, non-significance occurred in the models for certain factors.  

Model characteristic AIC AICc BIC CICOMP 

Adjusted R-Squared 0.9807 0.9503 0.9806 0.8318 

Residual Standard Error 175700 281700 176200 518100 

Number of variables 21 12 20 3 

Number non-significant coefficents 4 1 6 0 
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When looking at overall selected variables, population density and population number were 

commonly selected by each information criteria. Due to this result, the mentioned factors have a 

strong impact on migration. The increment of population and population density decreases the 

migration counts for all the selected models. According to this result, the migration movement 

perform to the crowded countries. 
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