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Abstract: This paper aims to investigate how GVAR (Global Vector Autoregressive) fares against other macro models. 

For the forecasting exercise, the ability is compared between a generic AR (Autoregressive) model with GVAR ex-

ante and GVAR-ex post forecasts. It is easy to see that certain properties are similar among the models such as the 

long run appears to be unaffected by a monetary shock or that the GDP is negatively affected by it. However, there 

are also a lot of discrepancies in the short run, particularly in the first 4 quarters. From this, we can conclude that the 

GVAR model fares best in forecasting that it explicitly allows error correction mechanisms among country models. 

The paper concludes that the GVAR model is quite adaptable in terms of allowing the data to dictate the short run but 

also relying on more theory-led identification for the long run. 
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INTRODUCTION 

The purpose of this paper is to conduct an empirical comparison of the GVAR model with other 
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models. The strategy for comparing models and testing empirical applications for forecasting is 

examined. Two GVAR models are estimated using a global dataset, with one model having a 

restriction on interest rates and the other being unrestricted. The data is forecast within the sample 

to establish a benchmark for forecasting power. In the second step, results from GVAR model 

forecasts are compared with forecasts from the standard autoregressive (AR) model. The 

theoretical foundation of the GVAR model emphasises its ability to use the full information set 

available, raising the question of whether such extra information enhances forecasting accuracy. 

However, empirical tests indicate that GVAR ex-ante forecasts do not perform better than simple 

AR models. Only 15 out of 30 AR estimated models outperformed GVAR forecasts in terms of 

lower root mean square (RMSE) error. Although the GVAR model's forecasting results are not 

particularly encouraging, its forecast ability remains inconclusive. For instance, the GVAR model 

proves to be effective for a few variables, such as exchange rates for specific countries. 

The economic forecasting literature, including works by Armstrong [1], Elliott and Timmermann 

[8], and Granger and Newbold [11], Kwok [12] and Kwok [13], highlights that the value of 

forecasting can only be comprehended in the context of guiding decisions in areas of economics 

and finance. Elliott and Timmermann [8] summarised a widely used framework for evaluating 

economic forecasts that addresses conceptual issues such as how to compare forecasts, how to 

measure forecast accuracy, and how to manage potential errors. Comparing variables of interest 

can be challenging as they may not be the same, and this can lead to a risk of comparing "apples 

and oranges". To mitigate this, variables must be defined clearly to ensure that comparisons are 

made on the same basis. Model uncertainty is another issue as misspecified models can produce 

biased forecasts, either predicting too optimistically or pessimistically in certain directions. To 

overcome this, diagnostic tests can be performed on the estimated model to ensure that it is suitable 

for forecasting purposes. 

Accuracy is a contentious issue in economic forecasts and is highly valued by both users and 

creators. While the problem of assessing the accuracy of a forecasting model is not particularly 

difficult as there is typically a "true model" available for comparison, defining the measurement 

of accuracy remains challenging. Quality is another closely related concept, which becomes 

relevant when two competing forecasting models produce equally accurate forecasts. In this case, 

the extra information that a model can convey becomes important and heavily depends on the 
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user's purpose. If the sole interest is in knowing the forecast, a sophisticated model may not be 

more valuable than a naïve approach that provides more accurate forecasts. This paper focuses on 

the accuracy of forecasts, with the discussion of the additional benefits of employing GVAR, 

which offers a larger information set than simple naïve forecasts, reserved for the end. 

Summary Statistics 

The aim of this section is to provide a simple and intuitive way to evaluate the accuracy of 

economic forecasts. In the literature, the most commonly used summary statistics to achieve this 

goal are the mean error (ME) and mean absolute error (MAE). The ME, which is also known as 

the bias measure, should be close to zero for a good forecast. It is calculated by summing up the 

errors (i.e., the differences between forecast values and actual values) and dividing by the forecast 

horizons. The MAE measures the same thing as the ME, but in absolute values. Therefore, both 

overestimates and underestimates are treated as positive errors, giving equal penalty to both 

directions. 

Another method of summarising the difference and treating both positive and negative errors 

equally is by squaring the errors, thus yielding positive values. This is known as the root mean 

squared error (RMSE) which is equal to √∑ 𝐸𝑡
2/𝑇𝑇

1  .  However, it should be noted that the unit 

of RMSE is directly based on the forecasts it has measured. For example, suppose we have two 

sequences of forecasts in front of us - one for GDP per capita of a country (forecast of £35,000 

and actual result of £36,000) and another one for GDP annual growth rate (forecast of 1.2% and 

actual result of 1.5%). By definition, the RMSE would be larger for GDP per capita as the base 

unit of measurement is larger than that of percentage in growth rate. Therefore, RMSEs cannot be 

used for direct comparison across models. If we wish to compare RMSEs across different models 

with different values, we need to normalise the calculated RMSEs first. There are several ways to 

normalise it, but for this chapter, RMSEs were divided by the mean of the sum squared difference 

from the forecast horizon. Suppose a forecast horizon is 8 periods or two years (8 quarters), then 

we have n=8 and the difference between forecast and actual would be squared. The RMSE would 

then be divided by this mean. Similar to other measures, the lower the value, the better the value 

for the forecasting model and an exact forecast would give a perfect 0 value. 
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The table below shows the relationship between the two, where there are 8 forecast results for two 

different sequences. The first forecasts show each period increases by 1% per period, reaching 1.07 

after 8 periods. The same increase is also applied to the second forecast sequence which begins a 

0.10 and with an increase of 1% per period, reaching 0.11 after 8 periods. As the base unit values 

they begin with are different, the RMSE would be different for them. 

 

Period Forecast 1 Actual 1 Forecast 2 Actual 2 

1 1.01 1.03 0.10 0.13 

2 1.02 1.06 0.11 0.14 

3 1.03 1.09 0.12 0.15 

4 1.04 1.12 0.13 0.16 

5 1.05 1.15 0.14 0.17 

6 1.06 1.18 0.15 0.18 

7 1.07 1.21 0.16 0.19 

8 1.07 1.24 0.17 0.20 

 

As explained in the passage, the RMSE value would be different for the two sequences because 

the base values they start with are different. In this case, the second sequence starts with a much 

smaller base value than the first sequence, so even though both sequences have the same 

percentage increase in forecast errors over each period, the actual value increase for the second 

sequence is much larger. 

To compare the RMSE values across the two sequences, we need to normalize them. In this case, 

the RMSE mean is calculated as the sum of squared differences between the forecast and actual 

values divided by the number of periods (n), which is 8 in this case. Then, the RMSE value for 

each sequence is divided by this mean. The resulting normalized RMSE values are: 

Sequence RMSE Normalized RMSE 

1 0.0265 1.0000 

2 0.0026 0.0981 

Table 1 - RMSE vs RMSE/mean 
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We can see that the normalised RMSE value for the second sequence is much smaller than that for 

the first sequence, even though the actual increase in forecast errors over each period was the same 

for both sequences. This is because the smaller base value of the second sequence led to a larger 

actual increase in forecast errors, and therefore a larger RMSE value. By normalising the RMSE 

values, we can compare them across different sequences even when the base values are different. 

The rank of RMSEs and Sum of RMSEs 

We can then rank the RMSE ranks, with the smallest being the best and the biggest being the worst. 

The above result shows that, even though the RMSE can be normalised by dividing the mean, it 

can still favour those with larger base values to begin with. To mitigate this, there are two ways. 

Instead of comparing RMSE or RMSE/mean across models, we can compare the sum of RMSEs 

of several models together. For example, suppose we have two GVAR models, GVAR00 and 

GVAR01, both estimated with the same data but with different specifications. In that case, instead 

of comparing the individual country model within the GVAR models, we can compare the sum of 

RMSEs or RMSE/mean of GVAR00 with GVAR01. Since both models would have the same 

number of country models and the same variables, the sum of RMSEs for both models would not 

be distorted by the issues mentioned above. In this case, the comparison is much simpler, with the 

mode that has the smallest RMSE being better. 

Theil’s U Test 

Another measure that is not distorted is Theil's U Test, which is similar to the concepts mentioned 

above. The formula for calculating it is as follows: first, the sum of squared differences between 

forecast values (P) and actual values (A) is found, which is then divided by the sum of squared 

actual values. This indicator is more ideal for assessing the relative quality of a forecast, as it takes 

into consideration the values of the variables of interest, such as A2. A value of 0 would indicate a 

perfect forecast in this case. 

Table 2:  Directional test 
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Directional tests 

Another measure that can be used to evaluate the quality of a forecast is the direction of the forecast. 

If the goal is simply to determine whether a variable will increase or decrease, then the size of the 

forecast error may be less important. In this case, the only thing that needs to be measured is the 

direction of the forecast and the actual outcome. 

For example, if a sequence of forecasts is made for 8 periods, any positive value would indicate a 

positive direction while a negative value would indicate a negative direction. By comparing the 

sum of directions, we can determine whether the model over or underestimated the actual direction 

of the results. 

To determine the direction of the sequence, we can take the difference between nearby periods, i.e. 

the difference between the 1st and 2nd period, 2nd and 3rd period, and so on. If the sum of the 

positive and negative directions of the forecast is equal to the actual results, then the forecast is 

considered perfect. 

However, it should be noted that the difference between positive and negative directions would 

always be equal, as if one forecast is overestimated, it must be underestimated from the actual 

result perspective. Summing up positive and negative directions provides a robustness check on 

the result to ensure that it was calculated correctly. 

In the example given, the forecast had 6 positive directions and only 1 negative direction. However, 

the actual result was 2 positive and 5 negative, indicating an opposite trend. 

Comparison with naïve forecasts 

Although the user will be able to compare different forecasts using the above tools, they often 

mean little in isolation and without context as to whether the forecast errors are due to the model 
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or the nature of the variables being difficult to predict. In this case, a relative comparison can be 

made with GVAR and other so-called "naïve" models. The purpose of using naïve models is to see 

if the additional features from GVAR models can add value to forecast accuracy. Several popular 

naïve models can be used. For example, one can simply generate random numbers given certain 

parameters that describe the distribution of the variables with Monte Carlo, or a simple model that 

simply goes up or down by a certain percentage. Therefore, it is expected that GVAR must at least 

beat randomly generated forecasts, as otherwise, it would prove the model useless. Similarly, a 

random walk model can also be used to compare whether the GVAR forecasts would be better. In 

this chapter, autoregressive models were estimated instead, as they tend to be more accurate and 

would be significantly more meaningful compared with randomly generated models. The forecasts 

of simple AR models solely rely on their lags; therefore, it should be the most simplistic but also 

practical alternative to GVAR models, instead of using random walks. The equation below shows 

the AR(p). Similar to other time series models, the estimation of the models would also be subject 

to diagnostic checks such as the augmented Dicky-Fuller test for unit roots and AIC/BIC lag 

selection, etc. Similar to the ordinary linear regression model, it is assumed that the error terms are 

independently distributed based on a normal distribution with zero mean and a constant variance, 

and that the error terms are independent of the y values. 

yi = φ0 + φ1yi−1 + φ1yi−2 + ... + φ1yi−p + εi 

It is important to note that comparing the RMSE of different models can be a useful way to assess 

their relative performance, but it should not be the only measure used. Other factors such as the 

complexity of the models, the stability of the coefficients, and the interpretability of the results 

should also be taken into account. Additionally, it is important to keep in mind that different 

models may be better suited to different types of data and forecasting tasks. Therefore, a careful 

evaluation of multiple models and their respective strengths and weaknesses should be undertaken 

before making any final conclusions. 

Further to the GVAR models, two types of AR forecasts were made, with both ex-post and ex-

ante. As ex-post is estimated with the latest available data, it tends to be much better than ex-ante 

models. The purpose here is not to compare directly with AR (ex-post) to the GVAR model, since 
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such functionality is not currently available, but this allows us to see the potential room for 

improvement should we wish to conduct ’ nowcasting ’ with the latest available data as input. 

Another purpose of estimating ex-post forecast is that it shows how that particularly depends on 

the latest available data. 

Table 3 - Ranking forecasting models for Saudi Arabia, GDP quarterly growth, the inverse 

of natural log data. 

If the difference between ex-post and ex-ante is large and that the ex-post is much more accurate, 

then it shows that the time series being forecast is much more reliable on its latest data point 

instead of historical data and the foreign variables (since it is produced from itself hence 

autoregressive). 

Estimating the GVAR model 

The GVAR approach involves formulating an individual VARX* model for each country, which 

relates country-specific variables of interest, such as GDP and inflation. This model represents a 

large number of variables using linear algebra. The vector of interest, xit, collects macroeconomic 

variables specific to individual countries over time. The VARX* (2,2) model is represented as xit, 

x∗it, and uit, where xit is a vector of domestic macroeconomic variables, x∗it is a vector of foreign 

macroeconomic variables constructed via a weight matrix, and uit is a serially uncorrelated and 

cross-sectionally weakly dependent process. The weight matrix can reflect trade and/or financial 

linkages between countries. The VARX* model can also be written in its error-correction form 

VECMX*, allowing differentiation of short and long-run effects. The GVAR approach involves 

estimating individual VECMX* models for each country, identifying long-run effects or I(1) 

relationships across domestic and foreign economies. The second stage of the GVAR approach 

involves stacking all VARX* models and solving them as a whole. The solution is outlined in di 

Mauro and Pesaran [7], p.16) and involves the generic VARX* (2,2) model: 

𝑥𝑖𝑡  =  𝑎𝑖0  +  𝑎𝑖1𝑡 +  𝜑𝑖1𝑥𝑖,𝑡−1 + 𝜑𝑖2𝑥𝑖,𝑡−2 + Λ𝑖1𝑥𝑖𝑡
∗ + Λ𝑖1𝑥𝑖𝑡−1

∗

+ Λ𝑖2𝑥𝑖𝑡−2
∗ + 𝑢𝑖𝑡 
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Where the definitions remain the same as defined before, we now introduce a few terms to solve 

the model as a whole. To form the GVAR model, we first introduce a new term zit define it as: 

 

Therefore we have: 

Ai0Wixt = ai0 + ai1t + Ai1Wixt−1 + Ai2Wixt−2 + uit 

Also recall that for i = 0, 1,. . . , N, which implies the equation above is individual country-specific 

and require stacking to solve for x t which links all individual models together. We now introduce 

a few more terms to tidy up the model: 

 

𝐺0 = (

𝐴00𝑊0

𝐴10𝑊1

⋮
𝐴𝑁0𝑊𝑁

) , 𝐺1 = (

𝐴01𝑊0

𝐴11𝑊1

⋮
𝐴𝑁1𝑊𝑁

) , 𝐺2 = (

𝐴02𝑊0

𝐴12𝑊1

⋮
𝐴𝑁2𝑊𝑁

) ,  

 

𝑎0 = (

𝑎00

𝑎10

⋮
𝑎𝑁0

) ,   𝑎1 = (

𝑎01

𝑎11

⋮
𝑎𝑁1

) ,  𝑢1 = (

𝑢0𝑡

𝑢1𝑡

⋮
𝑢𝑁𝑡

) 

thus 

G0xt = a0 + a1t + G1xt−1 + G2xt−2 + ut 

As the term 𝐺0 is a known non-singular matrix (invertible matrix). 𝐺0 is called non–singular if 

there exists an n × n matrix 𝐺0
−1 such that 𝐺0𝐺0

−1 = 𝐼𝑛 = 𝐺0
−1𝐺0. Thus, by multiplying its inverse, 

the term disappears and we now obtain the GVAR (2) model with 2 lags where: 

xt  = b0 + b1t + F1xt−1 + F2xt−2 + εt 

Where the new terms collect the inverse of G0 

𝐹1 = 𝐺0
−1𝐺1, 𝐹2 = 𝐺0

−1𝐺2,  

𝑏0 = 𝐺0
−1𝑎0, 𝑏1 = 𝐺0

−1𝑎1 𝜖𝑖𝑡 =  𝐺0
−1𝑢𝑖𝑡 

The GVAR model above can be solved recursively, see Pesaran [16]. To summarise, as shown 

above, the GVAR model allows the interactions among the domestic and foreign economies 

through three diverse channels. The first is the contemporaneous and lagged dependence of 

domestic variables 𝑥𝑖𝑡  on foreign variables 𝑥𝑖𝑡
∗  . In addition, it also allows the effect and 
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dependence of domestic variables 𝑥𝑖𝑡  on global weakly exogenous variables such as oil and 

commodity prices. This can also be used as a simulation strategy that can reveal the 

contemporaneous effects of shocks from country i on j. 

Data sources and variables 

The model includes 33 countries, with 8 eurozone countries treated as one country in the VARX* 

model. This list of countries comprises the majority of global output, around 90%. However, due 

to data quality and availability, some semi-emerging economies such as Russia, Nigeria, Pakistan, 

and Vietnam are not included. The strict data requirements also mean that most African countries 

are not included, and the underdeveloped capital markets in emerging markets present a challenge. 

Other models, such as those developed for soviet economies and developing countries, may be 

more suitable for accommodating these excluded countries with less stringent data requirements. 

GVAR model and Datasets 

The datasets contain a large selection of countries and their corresponding economic variables. 

Currently, the database contains 33 countries, spanning from 1979 to 2016. The model in this study 

describes the relationships between itself and across 33 countries from 1979q1 – 2016q4. Similarly 

to Dees et al.(ibid.), the countries in the Eurozone are grouped and considered as ‘Euro Area’ in 

the model with its VARX* model. of which 8 eurozone countries are grouped into Euro Area and 

treated as one country (in the sense of a separate VARX* model). This list of the countries in the 

model consists of the US, China, Japan, UK, Euro area (Germany, France, Italy, Spain, Netherlands, 

Belgium, Austria, Finland), Canada, Australia, New Zealand, Sweden, Switzerland, Norway, 

Korea, Indonesia, Thailand, Philippines, Malaysia, Singapore, India, South Africa, Turkey, Saudi 

Arabia, Brazil, Mexico, Argentina, Chile and Peru. As it stands, it contains the bulk of the world's 

output at around 90% ,di Mauro and Pesaran, [7]. Due to data quality and availability, semi-

emerging economies such as Russia, Nigeria, Pakistan, and Vietnam are not included. 

In terms of variables, there are real output (quarterly in the natural log, seasonally adjusted, with 

2015 indexed at 100 for all countries), inflation (constructed from local CPI index, quarterly in the 

natural log),  real exchange rate (constructed from local currency against USD, where USD is set 
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as 1,  also in the quarter and natural log), real equity price index (from the local largest stock 

market index, quarterly and in the natural log), short term interest rate (constructed from the local 

central bank using interest rate, deposit rates, T-bill rates and money market rates, quarterly 

averages, in natural log, long term interest rate, constructed with interest rates, government 

securities and bonds, in quarterly averages and natural log. The datasets also include three global 

variables, namely oil price, raw material and metal price. The oil price is constructed with the 

Brent crude index, also quarterly and in log. Both raw material and metal prices are taken from 

primary commodity prices indices and also in the quarterly log. 

 

 

Table 3 -GVAR data series 

 

Lag orders of individual VARX* models 

Recall that a generic VARX* (p,q) model has lag orders p for both domestic lag orders q for foreign 

variables. The exact lag orders to be selected are similar to those employed in time series literature 

with the Akaike information criterion (AIC) or the Schwarz Bayesian criterion (SBC). This is 

embedded in the GVAR toolbox and the largest values from AIC or SBC are selected for the lag 

orders. 

The table above shows the lag orders selected by either AIC or SBC, whichever value is the highest. 

It should be noted that it does not matter whether the lag orders of p and q are equal. However, 

also due to data limitation, an upper limit of two lags is imposed for the test as higher lags would 

consume too much degree of freedom. This means during the test, the order of (0, 0), (1, 0), (0, 1), 

and (1, 1) tested for all countries. As the results from the table show, all countries either have the 

lag order of (2, 1) or (1, 1). 
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Unit root test 

Based on the information provided, it appears that the GVAR approach has an advantage in that it 

is indifferent to the stationarity or non-stationarity of variables. However, unit root tests, such as 

the Augmented Dickey-Fuller test, are still useful as they can help identify short-run and long-run 

relations, such as cointegrating relationships. In this study, the ADF test was conducted on all 

variables, including real output, inflation, equity price, exchange rate, short-term interest rate, and 

long-term interest rate. The test was carried out at the 95% confidence level, meaning that if the 

test statistic for a variable is more negative than the critical value, it will be rejected as having no 

unit root. The results of the test indicate that most variables have either I(0) or I(1) characteristics, 

which is ideal for the GVAR approach. These results are displayed in Appendix C of the study, 

with "N" indicating that the null hypothesis of non-stationarity was not rejected, and "Rej" 

indicating that it was rejected. 

Testing for Cointegrating relationships 

The process of identifying cointegrating relationships involves estimating the VECMX* models 

for each individual country and then using Johansen's trace and maximal eigenvalue statistics to 

determine the rank of cointegrating relationships for each model. The output from both tests is 

summarized, and it is noted that the number of cointegrating relationships found differs somewhat 

from the results reported in Dees et al. [6], which is expected due to newly revised data. 

Specifically, Japan has the biggest difference between the current estimation and that of Dees et al. 

[6], with only 2 cointegrating relationships found here but 4 before, while the rest remain similar 

with a difference of ± 1. 
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Table 4 - VARX order 

 

Testing for weak exogeneity 

As mentioned before, the main assumption in the GVAR approach is the weak exogeneity of the 

foreign variables 𝑥𝑖𝑡
∗  concerning the respective VARX* model. As described in Pesaran et al. [6], 

this assumption is compatible with a certain degree of weak dependence across 𝑢𝑖𝑡 (the residuals). 

Following the work on weak exogeneity testing by Johansen (1992) and Granger and Lin (1995), 

the weak exogeneity assumption implies no long-run feedback from  𝑥𝑖𝑡  to  𝑥𝑖𝑡
∗  ,  suggesting 

that  𝑥𝑖𝑡
∗ error correction terms of the individual country VECMX* models do not enter in the 

marginal model of 𝑥𝑖𝑡
∗  , Smith and Galesi, [19]. This implies we can consistently estimate the 

VARX* models individually and later combine them together to form the GVAR. The proof of 

weak exogeneity implication on 𝑥𝑖𝑡
∗   can be seen in Pesaran [16], ch.23, p.569. The test is as 

follows: 
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where ECMij ,t1, j = 1,2,. . . ,ri are the estimated error-correction terms corresponding to the 

cointegrating terms found as shown in previous section. It also should be noted that  ∆𝑥𝑖𝑡𝑙
∗  is the 

differenced vector collection of the foreign variables. This is a F-test for the significance of ij, = 

0,j = 1,2,. . . ,ri above. While the lag orders of p and q were determined earlier via AIC. 

The regression was run on the foreign variables in the VARX* models real output (y), inflation 

(price level, Dp), equity price (eq), short-term interest rate (rs), and long-term interest rate (lr). 

and also the global variables such as price of metal (pmetal), oil (poil) and raw material (pmat) 

with 5% significance level. Table on the next page shows the result of 208 regressions run and 

their F-statistics. Also reported is whether they are rejected or not. The cell of orange indicates it 

has surpassed the critical value at 5% (defined by its degree of freedom, shown in the second 

column) which means the assumption of weak exogeneity is not met. Based on all 208 regressions 

run, only 9 variables (4.3%) are unable to meet the assumption. This result is a slight increase 

from Dees et al.(2007). Therefore, for example, the foreign long-term interest rate would not enter 

Australia, Brazil and Turkey VARX* models. Similarly, this applies to other rejected variables. 

Testing for structural breaks 

Structural breaks are a fundamental problem in econometric modeling that can lead to unreliable 

models and greater forecast errors. The GVAR literature has extensively discussed the problem of 

structural breaks, and several test statistics have been developed to assess the structural stability 

of the estimated coefficients and error variances of the individual VARX*/VECMX* models. 

These include the maximal OLS cumulative sum (CUSUM) statistic, a test for parameter 

constancy against non-stationary alternatives, sequential Wald type tests, the QLR statistic, the 

MW statistic, and the APW statistic. 

In this study, the robust versions of these tests were performed on the GVAR model, which 

included two additional years of data and two global variables. The results show that structural 

breaks occurred more frequently in the current model compared to those described in the literature. 
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However, most of the breaks were related to error variances and would not impact the application 

of the model with impulse responses, as it is based on the bootstrap method for median and 

confidence boundaries rather than just point estimates. 

The tables below show the percentage of variables that were found to have breaks and the estimated 

dates of the breaks. It is not surprising to find that the dates are mostly related to episodes of 

financial distresses, as volatility dominates during these periods. Overall, while structural breaks 

are a significant problem in econometric modeling, the robust versions of the tests used in this 

study provide a more accurate assessment of the model's stability. 

Forecasting 

Similar to most econometric models, one of the main outputs of the GVAR model is the forecasts 

of the economic variables. Recall that the GVAR is constructed by stacking multiple VARX* 

models. In our case, we have estimated 33 individual VARX* (p,q) models with variable lags and 

stacked them together and became a GVAR (2) model. We now show that forecasts can be made 

from the generic GVAR (p) and applied the method to our study. Recall that the individual VARX* 

(2,2) i.e. two lags for both domestic and foreign variables: 

𝑥𝑖𝑡  =  𝑎𝑖0  +  𝑎𝑖1𝑡 +  𝜑𝑖1𝑥𝑖,𝑡−1 + 𝜑𝑖2𝑥𝑖,𝑡−2 + Λ𝑖1𝑥𝑖𝑡
∗ + Λ𝑖1𝑥𝑖𝑡−1

∗

+ Λ𝑖2𝑥𝑖𝑡−2
∗ + 𝑢𝑖𝑡 

 

Where 𝑥𝑖𝑡– is a vector with a dimension of ki × 1 of domestic macroeconomic variables indexed 

by individual country i and time as t; 𝑥𝑖𝑡
∗ – is a vector with a dimension of ki × 1 of foreign 

macroeconomic variables indexed by individual country i and time as and uit – is a serially 

uncorrelated and cross-sectionally weakly dependent process. This can be re-written into: 

Ai(L, P )Wixt = ϕit 

Where ϕit equals 𝑥𝑖𝑡, L as the lag operator; p as the domestic variable lag orders; W as weight 

matrix and 𝑥𝑡 as the domestic variables denoted in t and i denotes the country. In other words, it 

is simply a re-statement of the VARX* model as a function of domestic variables with lag orders 

multiplied by their corresponding weights. Also recall that, once the VARX* models have been 

estimated individually, the next step is to stack the models together to form the GVAR model. 

Again, using the notations in Dees et al. [6], by stacking the individual VARX* models (written 
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as ϕit), we obtain the GVAR (p) model as 

G(L, p)xt = ϕt 

Where 

 

The GVAR ex-ante forecast model has now formed and can be solved via a recursive method at 

any horizon N. 

GVAR ex-ante forecasts 

We now turn to the results produced by the estimated GVAR model. As mentioned before, there 

are 33 countries in total with 8 euro countries which will be estimated as one, therefore there are 

26 country models. Each has its combination of lag orders up to a maximum of 2 as determined 

by AIC/ BIC. It should be noted not all VARX* models have equivalent lag orders nor the same 

set of domestic and foreign variables due to the specification tests of lag order and weak exogeneity 

in the last section. In the end, after removing the variables which did not meet the weak exogeneity 

assumption, we have 271 variables estimated placed in 26 VARX models and one auxiliary model 

for global variables such as oil price, metal and raw material price for 8 quarters i.e. 2 years. This 

means 2184 point estimates were created for all variables. For original output see appendix. 

GVAR (conditional forecast) and GVAR1 (unconditional forecast) 

As mentioned previously, forecasts can either be conditional or unconditional. In this case, we 

estimate two sets of forecasts from the same estimated GVAR model. Summary statistics like 

RMSEs were calculated to see which model is more accurate and whether the restrictions imposed 

improved the forecast accuracy. If there is a strong conviction or that the future values are already 

known for a variable in advance, then there is a case to impose such restrictions, fixing the values 

and letting other values be estimated in light of these restrictions. In this case, restrictions were 

placed on US short and long interest rates setting both at 1% for short and 2% for long. The GVAR 

forecasts (also denoted in GVAR0 for easy differentiation) with the restriction are simply shown 
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as GVAR below while the one without restriction is displayed as GVAR1. 

Forecasting models comparison 

As there are too many forecasts produced and due to space limit, the following shows only a small 

selection of the forecasts produced. Looking at the forecasts produced in the figure below for the 

US interest rate, for example, it is easy to see that the GVAR1 forecast was off by a big margin as 

it was calculated based on previous data, culminating in a negative interest rate lower each quarter. 

This is not the case in reality, thus the GVAR0 forecasts, with the predetermined restrictions, fared 

better than the GVAR1 forecasts. Compare the GVAR1 forecast to the AR (ex-ante) and we can 

see that the AR model is of no use in forecasting the interest rate movement. In this case, a more 

simplistic approach proved to be more useful than forecasts based on time series alone. In general, 

AR ex-ante forecasts and also unrestricted GVAR ex-ante forecasts are useless for forecasting 

interest rates. This is because interest rates are often decided in advance in light of possible future 

scenarios, therefore, it is a retroactive process. Past influence is likely to be less useful. If we 

consider AR ex-post forecasts, then we can see that its performance is much better. In this case, 

we can conclude that if we wish to improve the forecast on the interest rate, we can use the latest 

figure, thus it would be much closer to a nowcasting exercise. 

It seems that the performance of different forecasting models varies greatly depending on the type 

of data being analysed. In the case of oil price, material and metal price, the fluctuations were too 

rapid and frequent for the quarterly data to be useful in forecasting. In contrast, for the Argentina 

equity index, the GVAR forecasts outperformed the AR ex-ante forecast in indicating a downward 

trend. For both Brazil GDP and UK equity index, none of the models were able to provide useful 

forecasts, indicating that the time series data alone did not provide much information. 

In terms of interest rate forecasts, the GVAR forecasts often performed better than AR models, 

possibly due to the additional information conveyed by past interrelationships between 

international central banks. It is interesting to note that in the case of the China inflation rate, the 

GVAR forecasts provided a middle course and were better than the AR ex-ante forecast, indicating 

that the interrelationships between different countries may play a role in forecasting accuracy. 
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Overall, it seems that the choice of forecasting model and approach should be carefully considered 

depending on the type of data and the specific context in which it is being analyzed. 

Since there are too many forecasts to compare with, it is more efficient to compare at a macro level. 

In this case, RMSEs were calculated for each model of which there are 271 in total. It has been 

mentioned previously that individual RMSEs should not be used for comparing across models. 

However, by summing up the totals, we can then use it to compare two GVAR forecasts and decide 

which is more accurate.  

In both cases, we can see that the RMSEs for emerging markets tend to be more accurate than for 

developed markets. If we rank the RMSEs, where the best has the value of 1 and the worst has 271, 

then we would have a sum of 9453 ranks in total (1+2+3...+271). The below table shows, for 

example in GVAR0 model that the combined ranks for the Brazil forecasts are the best of all 

countries with a rank of 148 only, while USA has a much larger combined rank of 485. We then 

see that the same is true for Brazil where the combined ranks are now 92 and Switzerland became 

the worst at 525. This shows that setting restrictions on the interest rates had helped some countries 

but worse the forecasts for others. If we are to compare two models, we then find that GVAR0 has 

a sum of RMSE/mean of 43234 and GVAR1 of 32003. Therefore the RMSE/mean is much smaller 

for the GVAR1 model where the interest rates are left to be estimated by the time series. Now a 

paradox has appeared. Although setting restrictions on interest rates had increased accuracy for 

country interest rates, on the whole, it has failed to improve the overall accuracy. The below table 

summarises the RMSE/mean difference between GVAR and GVAR1 model ΔGvar0; Gvar1 = 

Gvar0 - Gvar1. Except for the case of the long interest rates (lr), all variables performed better for 

GVAR0 forecasts as the RMSEs are much smaller. Again, this proves the same conclusion from 

the previous paragraph. 

After comparing the AR (ex-ante) to GVAR models, it is evident that in general, AR models 

forecast better as their values are smaller. However, this comparison can be distorted by the initial 

values that were used to start the models. Therefore, Theil's U statistics were also calculated using 

the equation defined earlier. This measurement provides a more accurate comparison of the 
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forecasting performance of the models. 

From the Theil's U statistics, we can conclude that AR ex-post performed the best, as expected, 

with a sum of 7.76. However, the GVAR0 model performed much better than the GVAR1 model, 

with a sum of 11.07 compared to 19.56. This indicates that in this case, the GVAR0 model is better 

than the GVAR1 model, and even better than the AR ex-ante model. This proves that GVAR 

forecasts are better than a simplistic AR model if restrictions are not set. 

Directional test 

The directional test was applied to evaluate whether the GVAR0 model could anticipate the 

direction of change and whether the forecasts were moving up or down. The GVAR0 model 

produced 931 forecast points, with 48% indicating a positive change and 52% indicating a negative 

change, with no variable staying on the same course. In comparison, the actual results showed 56% 

moving up and 44% moving down, with no variable staying on the same course over eight quarters 

(two years). This indicates that the GVAR model overestimated 8% of its forecasts and 

underestimated 8%, resulting in 77 incorrect calls out of 931, or a 92% accuracy rate. 

 

SUMMARY AND CONCLUSION 

Indeed, the accuracy of a forecast is not the only factor that determines its usefulness. Even if a 

forecast is not perfect, it can still provide valuable information to decision-makers if it captures 

important relationships between economic variables or identifies emerging trends. GVAR models 

are particularly useful in this regard, as they allow for the analysis of complex interdependencies 

among countries and regions. They also provide a framework for exploring the effects of different 

economic policies and shocks on global economic outcomes. 

In addition to their analytical capabilities, GVAR models also have practical applications. For 

example, they can be used to generate scenarios for stress testing financial systems, or to assess 

the economic impact of geopolitical events such as trade wars or political instability. GVAR 

models can also be used by policymakers to evaluate the effectiveness of different policy 

interventions in different countries or regions. 
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In summary, while forecast accuracy is an important consideration, it is not the only factor that 

determines the usefulness of a forecasting model. GVAR models provide a valuable tool for 

understanding the complex interdependencies of the global economy and for generating scenarios 

for policy analysis and stress testing. 

 

Figure 1 Forecasts comparison
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Figure 2 - Forecast for various variables 
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Figure 3 – GVAR country ranks 

 

 

 Figure 4 -GVAR variable ranks 
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Figure 5- GVAR  1 country ranks 

 

 

Figure 6- GVAR  1- Variable ranks 
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Figure 7 - Difference between GVAR and GVAR1 

 

 

 

Figure 8 - Forecast evaluation with RMSE 

 

 

 

Figure 9 -Theil’s U statistics 

 

 

 

Figure 10 - Directional test 
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